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Department of Intelligent Systems - Faculty of Information Technology
Brno University of Technology

Brno, Czech Republic
iluza@fit.vutbr.cz, drahansky@fit.vutbr.cz, zboril@fit.vutbr.cz

Abstract: The paper concerns about prototype of robot aimed
on detection and rescue of people in debris and avalanches.
First the paper describes robot modular architectue - the cha-
sis and optional extension modules. Later the paper concerns
about control system of the robot and its particular subsystems
used for high level control and decision making.
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I. Introduction

In todays world robots are still more and more common part
of human lifes. We use robots for manufacturing, cleaning, in
military operations and many other fields of human activity.
Advantage of robots is that they can work with high precision
and they do not need to rest. Another advantage is that in
case robot gets damaged or destroyed there is no life lost -
only material. Protection of health and lifes is probably the
main reason to use robots in rescue operations. Robots can
operate in dangerous areas that are too risky to be entered
by humans. Robots can easily cary additional sensors and
tools that are too large and heavy for human or that require
precise positioning. Disadvantage of robots is that they have
limited motion capabilities - they usually use track or wheel
propulsion that has many limitations. Still usage of robots
brings many benefits for rescue teams.
Using robots for dangerous missions is not a new idea. There
are several teams in the world that develop robots for this
kind of missions - for example robotic system called Orpheus
[1] that is already used by chemical division of Czech Army
during their missions, tEODor Robot developed by Telerob
company [2] used by pyrotechnists or MOIRA2 robot [3] -
the successor of inspection robot MOIRA. This paper de-
scribes project of universal robot aimed on rescue mission-
s called RUDA. The RUDA is more similar to Orpheus or
MOIRA robots - it is aimed on sensors more than effec-
tors especially compared to tEODor robot that is equipped
with a set of tools usable for removing layers of material and
dismantling bombs. The main difference between RUDA,
MOIRA and Orpheus is in used sensors. Orpheus is aimed
on chemical pollution, MOIRA on remote inspection. RUDA
has a set of sensors aimed on searching for people. Combina-
tion of sensors that RUDA carry is probably unique in world
of rescue robots.
There is and ongouing research in rescue robotics topic. The

scientists concentrate not only to the robots itself but also on
improvement of algorithms for control of the robots. Impor-
tant areas are localization, trajectory planning, mapping and
also interfacing between robot and other members of a res-
cue team. Of course these topics overlap. Usually the recent
solutions of robot navigation use localization in existing map
( [4], [5]) or they create a map on-the-fly using SLAM ap-
proach [6]. Mapping and localization is important for almost
any non-trivial task. For some missions it is importatn to ex-
plore entire area and cover it with robot trajectory - usually
in search missions. Coverage of partialy observed area us-
ing SLAM to correct apriori knowledne of the environment
is described in [7].

II. RUDA - Robot for Search of Human Beings
in Debris and Avalanches

The robot called with acronym RUDA is being developed
at Brno University of Technology at Faculty of Information
Technology. The development team compounds mostly of
students and their supervisors. The leader of the team is doc.
Ing. Martin Drahanský PhD.
RUDA is a robot aimed on rescue of people in debris,
avalanches and generally in dangerous situations. Its capa-
bilities are limited compared to human but it can operate in
environments that can not be entered by human. Example of
such environments is avalanche field where is hight proba-
bility of avalanche landslide or environmend contamined by
dangerous chemicals.
The robot is primarily aimed on detection of people in dan-
gerous environments. Secondary it can help those people to
get out from imminent danger. The robot can move around
the operation area on tracks. The tracks are driven by two
independent electro-motors powered from internal battery.
Normally the robot is remote controlled. It communicates
with operator via cable or via wireless data transfer. With ca-
ble connected the robot is also connected to source of power
so it has theoretically unlimited operation time.
To provide good overview of surrounding situation the robot
is equipped with two fixed cameras - front and rear. More-
over it has PTZ camera intalled on prismatic banister. The
banister can can be rised for aproximately 20 cm so oper-
ator can see surrounding terrain and all nearby obstacles.
During remote controlled operation an operator can control
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Figure. 1: Photo of the RUDA robot.

Figure. 2: Layers of control architecture.

robot tracks by joystick and receives visual feedback from
cameras. The robot can be extended by several modules that
bring additional sensors and effector in form of manipulator.
All the modules are optional and robot can operate without
them however some sensors are necessary for autonomous
mode of robot (described later).
Internally robot uses hierarchical architecture as described
in figure 2. Basic control loops are managed by simple fast
modules. High-level and more complex tasks are implement-
ed as proceses on universal main computer with operating
system and high level of abstraction from hardware. Soft-
ware on the main computer compounds of three layers: a
HAL layer, a controller layer and an autonomous layer. The
HAL layer is responsible for low-level communication with
hardware control modules and other hardware. The HAL
provides abstraction from particular buses and low-level pro-
tocols for layers above it. Robot hardware is interconnected
with the main computer via CAN bus, RS-232 bus or via eth-
ernet. HAL provides single entrypoint with unified interface
for communication with particular hardware components.
The controller is a layer above HAL thas is responsible for
transfer and convertion of control commands and feedback
data. Controller is also responsible for communication with
operator. Last but not least the controller implements con-
trol logic of the robot. It is responsible for avoiding run of
conflicting tasks, for command prioritization and for inter-
connection of fast low-level control loops to get overall in-
formation about state and condition of the robot.

III. Available modules

The hull described in previous section is intended as a plat-
form that can be extended with extension modules. Extention

modules bring additional sensing and action capabilites for
the robot. Currently modules include Manipulator, Bioradar,
Avalanche finder and Sensor module.

A. Manipulator

Manipulator module adds a three degrees of freedom manip-
ulator with two-finger gripper. It can be mounted to the rear
module socket on robot hull. Manipulator can cary about 2kg
of payload and it is equipped with additional camera with
thermovision. It helps the operator to recognize living per-
son under debris in cases when person can not be observed
by normal camera. Operator can switch amongs normal cam-
era and thermocamera to see the scene in both modes.
Manipulator can be controlled with two approaches: with
controlling of particular joints and with endpoint possition
control. In the first case each joint of the manipulator is com-
pletely controlled by operator. This mode is usable in cases
when operator needs very precise control of the manipulator.
In the second case the manipulator is controlled by setting
endpoint position. Movement of the manipulator is comput-
ed, planned and executed by robot computer. This mode is
easier to learn for the operator and more convenient. Disad-
vantage is that the manipulator does not see obstacles around
itself so it can not be used in cases when manipulator need-
s to avoid obstacles while moving. Of course operator can
switch between those two modes instantly. Gripper of the
manipulator is controlled separately - controll of the gripper
is the same for both modes of the manipulator.
Manipulator is equipped with two BLDC motors in shoulder
and elbow joints and with one DC motor that rotates its base.
The BLDC motors are controlled by dedicated hardware con-
trollers that implement BLDC motor control algorithms [8].
The DC motor in manipulator base is controlled by manipu-
lator HAL directly. HAL interface for the manipulator allows
higher control layer to control manipulator movements with
necessary safeguards (motor overload, hard joint limits) and
provides those layers encoder data. The high-level control
layer manages trajectory planning and collision avoidance
during manipulator movements. The high-level control of
the manipulator is based on OpenRAVE [9]. It works with
manipulator and robot hull kinematics model so it can pre-
vent collisions of manipulator with robot hull or collisions
of manipulator with itself. For trajecotry planning the ma-
nipulator uses RRT algorithm [10] and for computation of
inverse kinematics it uses analytic IKFast solver implement-
ed in OpenRAVE. Model of the manipulator can be observed
in figure 3.

B. Bioradar

Bioradar is a device that can detect living beings behind sol-
id obstacles. It uses a micro Doppler effect to detect micro
motion of human body like breathing or heartbeat [11]. It
sends short sine wave pulses and receives reflected signal.
If the transmitted pulse meets moving obstacle like human
chest during breathing or human heart it slightly changes its
frequency. According this small change the bioradar device
can detect living person behind obstacle. The bioradar we
use on a robot uses UWB (ultra wide band) signal in a large
part of a spectrum to better overcome obstacles that atten-
uate signal on particular frequency [12]. Unfortunately the
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Figure. 3: Manipulator CAD model.

bioradar has several limitations. First of all it can detect on-
ly people with signs of life. If person does not breath and
his/her heart does not beat than the person can not be de-
tected by bioradar. Other problem is that the bioradar signal
is intensively attenuated by metal. Many buildings use steel
fittings in concrete constructions so some debris significant-
ly decrease operational range of the bioradar. And last but
not least the bioradar is tuned to reflect transmitted signal
from human bodies that have similar properties as water so
the bioradar does not work in cases the person is under water
or snow avalanche. Still the bioradar is very usefull sensor
for finding victims under debris or for finding hostile people
hiding behind walls.
For use on RUDA robot the bioradar was integrated into bio-
radar module that can be observed on figue 4. The bioradar
antena can po positioned by manipulator with two degrees
of freedom. It can be placed on the floor or on the wall. For
better placing the antena is equipped with four ultrasonic dis-
tance sensors that navigate the manipulator to place the ante-
na as close as possible to the solid surface without colliding
with it. These sensor allow robot to place the manipulator
autonomously. This is used in autonomous mode described
in chapter Autonomous Mode. The bioradar we used is a
product of RETIA company. It was modified and integrated
into bioradar module by our team.
The bioradar provides information about direction and dis-
tance of detected person in 3D space. Still output of the bio-
radar is difficult to interpret by machine due to false posi-
tives and uncertainity in its output. The bioradar output is
displayed to the operator so operator can determine whether
the person was detected or not. Automatic processing of bio-
radar output is a subject of further research.

C. Avalanche finder

The avalanche finder module is a simple module based on
avalanche finder as shown on figure 5. The avalanache find-
er was extented with additional communication interface that
allows HAL to read state of avalanche finder. The finder is
always turned into receiver mode so it searches for signal

Figure. 4: Bioradar CAD model.

from other avalanche finders that implicitly broadcast radio
signal. The finder estimates direction and distance of broad-
casted signal from receiver. It allows the robot to navigate
closer to person under avalanche. Of cource avalanche finder
requires the person to wear other finder. This is a limiting
factor but usually if people go to avalanche field they cary
avalanche finders.
The avalanche finder module can be mounted on rear socket
of the robot. The finder itself is as far from robot motors
as possible to avoid interference with motor electromagnetic
field. From point of view of the operater the avalanche finder
interface shows active detections and direction and estimated
distance to detected signals. Output data from the finder are
also used in autonomous modes when robot automatically
searches area.

D. Sensor module

Sensor module is a module equipped with two cameras that
work together as a stereocamera and LIDAR (a plane laser
rangefinder) made by SICK co. This module has a driver
connected to HAL that uses robots main computer to com-
pute disparity for stereocamera. The LIDAR has a driver that
only change format of data for higher layers of control sys-
tem. The sensor module can be installed on front socket on
robot hull - it can be installed on top of bioradar module too.
A CAD drawing of the module can be observed in figure 6.
During usage of bioradar the sensor module is covered by
bioradar antena so data from sensors has to be ignored. For-
tunatelly the robot can not place bioradar antena while mov-
ing so it is not limiting - robot has to home bioradar manipu-
lator, activate sensor module and than it can move according
to sensors again.
The module is essential for semi-autonomous and au-
tonomous operation of the robot. Laser scans are used for
construction of map of surrounding environment. This map
allows robot to navigate autonomously to given target. The
flat scan from laser is usually used in indoor environmen-
t. The stereocamera pointcloud on the other hand is usefull
in outdoor environment where it helps the robot to get rid
of terrain structure and obstacles. It provides information
about obstacles that can not be seen by other sensors usual-
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Figure. 5: Foto of avalanche finder used on the RUDA robot.

ly because they are above ground like tree branches or some
hanging objects.

IV. Autonomous Mode

Despite the robot is primarily intended as remote controlled
machine it is equipped with decision making system that al-
lows the robot to work in partially or completely autonomous
way. There are two main reasons for autonomous mode. First
of them is to offload a part of work with control of the robot
from operator to robot computer. It includes tasks like mov-
ing to designated target position, to search selected area with
sensor or to avoid collisions and falls during high-level con-
trol. The second reason is recovery from situations when sig-
nal from operator station is lost. In such cases the robot tries

Figure. 6: Sensor module CAD model.

Figure. 7: Priority layers of control system.

to return back to place where it could receive signal from
operator station last time.

A. Priorization of control layers

Entire control system of the robot is splitted into several lay-
ers according to priority. Prioprity layers make abstraction of
control command priorization and fusion. The robot contain-
s several sources of control commands: fast reflexive loops,
autonomous behaviour algorithms and commands from the
operator. Layers are stacked one on another according to its
priority as shown in figure 7.
Under normal circumstances the top three layers are used
during robot operation. The top layer represent command
stream from the autonomous control system. On this lay-
er come commands from trajectory following, autonomous
mapping, area scanning and other autonomous tasks. These
commands can be always override by actions of the oper-
ator. If operator decides to for example change trajectory
of the robot, it is changed no matter what autonomous con-
trol system plans to do. Still command from the operator
can be overrided. The highest priority have reflex loops.
These loops include engine thermal protection, collision or
fall avoidance according to ultrasonic sensors and malfunc-
tion signals and corresponding actions. This solution pro-
tects the robot from unintentional damage due to inadequate
requests from the operator. Unfortunately the reflex loop-
s are not infallible. If low-level protection mechanisms fail
there is a possibility to send commands directly to HAL to
allow controlling the robot in case of damage or partial mal-
function. This is emeregncy situation and operator has to be
aware of it. These emergency commands are represented by
the bottom layer.

B. ROS

Autonomous control system of the robot is based on the
Robotic Operating System (ROS) [13]. ROS is a middle-
ware for developing robot controller with bundle of existing
state of the art algorithms implementations. The ROS brings
advantage of unified interfaces and data structures for data
exchange between algorithm implemnetations. Main core
component of ROS - the roscore takes care of delivering data
between nodes - particular instances of binaries and scripts
that implement given algorithms. In ROS the robot is mod-
elled as a tree of solid objects that are interconnected with
joints. Some of those objects are rather abstract like map or
footprint of the robot base, other represent real components
of the robot like tracks, sensors, etc.
For controlling the RUDA robot we use robot model with
tree representation shown in figure 8.
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Figure. 8: Tree of transformation frames used in robot con-
trol based on ROS [13].

C. Sensors and data processing

The hull is equipped with several cameras and ultrasonic sen-
sors. Moreover the robot can be extended with sensor mod-
ules including LIDAR, stereocamera, thermocamera and bio-
radar. Each those sensors provides data in different format
with different properties and thus the data require different
postprocessing.
Measured ranges from LIDAR are projected into flat plane
into (x,y) coordinates according to measured distance, index
of the sample and orientation of LIDAR sensor transforma-
tion frame to map transformation frame. Example of such
projection can be seen on figure 9. Before the ranges are
projected into plane they are filtered according to measured
distance. If the distance is higher than threshold the mea-
sured distance is considered as ”infinite” - out of range of
the sensor. It is due to growing error of measurement with
growing distance from the sensor. There is also limit for too
small distances. These ranges are ignored and not projected
at all. The limit for dropping measurements is given by robot
model - if measured point falls into robot body (with small
threshlod) it is dropped.
The stereocamera sensor compounds of two cameras with
synchronized timing. The driver of the sensor obtains syn-
chronized data and computes diparity map. The disparity
map is primary output from the stereocamera. The dispar-
ity data from stereocamera are converted into pointcloud and
then the pointcloud is converted into virtual laser scan that
is processed the same way as scans from LIDAR. This con-
version is due to navigation system, that works in 2D. The
2D navigation is mostly sufficient for ground robot in indoor
environments and is much less demanding for computational
power.
Ultrasonic sensors measurements use filter for removing out-
liers. When measurement lies too far from centre of the clus-
ter it is dropped. Other sensor data use rather simple process-
ing including data format and unit conversion. These sensors
include odometry, bioradar, avalanche finder, cameras and
thermocamera. Bioradar, avalanche finder, theromocamera
and cameras data are evaulated by operator.

Figure. 9: Map generated by SLAM algorithm.

D. Mapping and localization

When working with maps the robot controller may operate in
two modes: SLAM mode when robot tries to build a map of
unknown environment and localize itself in this map and lo-
calization mode when map of the environment is given (usu-
ally from prior SLAM walkthrough) and robot needs to lo-
calize itself in the map of environment according to its sensor
observations.
In mapping and localization tasks we intesively use particle
filter based algorithms as they are non-parametric, rather u-
niversal with decent performance. For SLAM mode we use
existing implementation of Rao-Blackwellized particle filter
SLAM available in ROS called Gmapping [6]. The SLAM
process obtains data from odometry and scans from plane
laser scanner (LIDAR usually) and contructs map accordig
to these data.
Localization in given map uses adaptive Monte Carlo local-
ization algorithm [4]. The algorithm is based on universal
particle filter algorithm as described in [14]. Each parti-
cle represents particular pose of the robot. Enhancenment
above universal particle filter algorithm is adaptive change
of amount of particles placed in the environment according
to density of particles in state space. We use existing im-
plementation from ROS called AMCL that uses Augmented
MCL and KLD-MCL algorithms [15].

E. Ongoing improvement of localization system

Improving the localization system is the main objective of
ongoing research. Existing localization work well in indoor
environments but it has sometimes poor performance in out-
door environment. When travelling long distances in flat ter-
rain it is sufficient for the robot to use GPS. But for prop-
er autonomous operation we need to localize the robot with
better precision and also in situations when GPS signal is not
available we need to be able to localize the robot.
Especially during change of surrounding environment (enter-
ing tunnel, driving from meadow to forrest or just going from
indoor to outdoor environment) we need to change approach
to localization to get good results. Change of approach in-
clude change of algorithms used and also change of utilized
sensors. To switch between location sources we use system
that selects localization source according to its ”trust in it-
self”. The trust could be expressed as covariance matrix or
as probability. For localization source selection the equation
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1 is used.

source = argmax
i

(
ti

max(~t)
) (1)

This approach is used for absolute localization sources. Ab-
solute means that it provides absolute position in map frame
or world coordinates frame. On the other hand the relative lo-
calization based on odometry and IMU provides location rel-
atively from starting position without known transformation
to any global map frame. The transformation from odometry
to map frame is given by absolute localization. When abso-
lute location is obtained the begining of the odometry frame
is projected into map frame. Also map frames need transfor-
mation from one to another. This transformation is obtained
when system is localized in both map frames (world map
frame for GPS and map generated by SLAM for laser-based
navigation).
If we get location in several frames we need to align the
frames and find transformation from all the frames to refer-
ence frame. First we transform robot pose psrc from source
frame to reference frame as describes equation 2.

pref = Tsrc ref · ~psrc (2)

Then in the reference frame the coordinates are alligned. It
means that difference between pose of robot in reference
frame is subtracted from transformed pose and new robot
pose is computed called palignref . This pose is transfomed back
to source frame by multiplication with inverse tranformatin
matrix (equation 3).

palignsrc = palignref ∗ T−1
src ref (3)

Finally the tranformation matrix from source to reference
frame is updated using equation 4.

Tnew
src ref = Tsrc ref · findT (psrc, p

align
src ) (4)

The alignment operation needs to be run periodicaly because
of updates in robots location. Some location system might
loose precision during robot operation or loose data com-
pletely but still it necessary to keep its frame aligned because
of projection of points from one frame to another.
In our system the final position of the robot is obtained by
fusing relative location system with absolute location system.
From absolute location system the most trustworthy source
of location data is used as described above and it is fused
with relative location system - in our case with odometry.
For fusing location data we use the Kalman filter algorithm
in form desribed in [14].

Algorithm 1 Kalman Filter Algorithm (as presented in [14])
1: function KALMANFILTER(µt−1,Σt−1, ut, zt)
2: µ̄t = Atµt−1 +Btut
3: Σ̄t = AtΣt−1At

T +Rt

4: Kt = Σ̄tC
T (CtΣ̄tC

T
t +Qt)

−1

5: µt = µ̄t +Kt(zt − Ctµ̄t)
6: Σt = (I −KtCt)Σ̄t return µt,Σt

7: end function

The input of the filter if following: previous fused pose and
covariance matrix µt−1 and Σt−1, odometry as a feedback

from the regulation action ut and finally output from the ab-
solute position system as measured observation zt.

F. Approaches considered for localization

As mentioned before sensors used for localization in indoor
environment is plane LIDAR optionaly fused with stereo-
camera. This solution works well indoor but it performs
poorly outdoor - plane LIDAR and 2D map is unusable due
to uneven terrain. It is not sufficient to distinquish between
obstacles and free space - we need to consider if robot can
drive over given place. This depends also on direction the
robot comes to this place - for example robot can go down
steeper hill that what it can climb up. Stereocamera theoreti-
cally provides depth map of the surrounding world but it has
serious limitations and the data are too sparse for proper map
building. Moreover simple geometric map of the terrain may
not be sufficient for localization in cases robot is on large flat
plane like meadow.
This is the reason we consider using other sensors and lo-
calization approaches in outdoor environment. First solution
we consider is appearance based localization approach based
on detecting known views or landmarks with camera - simi-
lar approach is described in [16]. This solution usually does
not provide extremly good precision but it is reliable in point
of view of probability that the recognized place is really the
place the robot is located at.
Another approach is matching of 3D laser scans into map of
environment as described in [17]. This solution can provide
good estimation of real robot pose but in environments with-
out geometric markers it can easily get lost. It is convenient
to fuse both approaches to obtain more robust localization
system.
Another way to go is using external sources of location in-
formation. It includes GNSS like GPS, Glonass, Galileo and
also supportive sensor networks that provide localization in-
formation. Using GNSS is a standard in outdoor localization
however precision of this localization approach is usually in
meters. Precision can be significantly improved using differ-
ential GPS approach. Drawback of this solution is that mo-
bile robot becomes dependent on stationary support system.
This solution can not be used in some missions that robot is
designed for (Searching avalanche field).

G. Trajectory planning

For trajectory planning we use existing well tested algorithm-
s. Navigation system of the controller uses two levels of
trajectory planning - the first one is global trajectory plan-
ning for planning trajectory from actual position to destina-
tion point and the second one is local trajectory planning that
plans robot motion to avoid imminent collisions with obsta-
cles. Local planning is used for following the global trajec-
tory with actual robot pose and state.
For global planning the A* algorithm in occupancy grid is
used. This algorithm provides good performance with ac-
ceptable computational demands. We use existing imple-
mentation of the algorith included in ROS Global planner
package [18]. The algorithm takes into account already
length of computed trajectory and also heuristic estimation of
distance to the destination during computation. This provides
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optimal trajectory while elliminating many useless state ex-
pansions compared to uninformed path planning algorithms.
For local planning the Dynamic Window Approach algorith-
m is used. The algorithm is stochastic. It stochastically sug-
gests values for forward and turning speed of the robot and
simulates expected behaviour of the robot for particular pa-
rameters. It simulates large quantity of trajectories and for
each trajectory it computes heuristics that say how the esti-
mated trajectory fits the desired one. From all the simulat-
ed trajectories it takes the one that fits the best and uses its
initial parameters. The algorithm is repeated every time the
controller system sends update for robot base velocities. We
use implementation of DWA algorithm existing in ROS [19].

H. Manipulator control

Manipulator controller works a a subsystem of central con-
trol system of the robot. Manipulator controller is respon-
sible for trajectory planning, collision avoidance and for in-
verse kinematics computations. We use existing implementa-
tion of manipulator controller called OpenRAVE [9]. Advan-
tage of this solution is flexibility when manipulator kinemat-
ic and dynamic parameters are modified. In comparison wiht
other solution the OpenRAVE uses analytic inverse kinemat-
ics solver that has much better performance. For trajecto-
ry planning the stochastic BiRRT [10] algorithm based on
Rapidly-exploring Random Tree algorithm is used. It tries
to connect initial and final pose of the manipulator with ran-
domly generated moves. For collision avoidance simple ge-
ometric intersection is used. Manipulator collision model
compounds of geometric primitives - cylinders, cubes and
spheres so collision computation is not extremly demanding.

I. Decision making

Decision making system is responsible for switching be-
tween high-level tasks according to situation and operators
requests. Decision making algorithm is represented by a hi-
erarchical state machine depicted in figure 10. After robot
boots and high-level control system is started it jumps in-
to green ”START” state. From this state robot control jumps
immediately into ”OPERATOR CONTROLLED” state. This
is default beahavior - the robot waits for operator actions. In
this state the operator can start particular mission which lead-
s into activation of particular superstate with corresponding
caption. All the superstates share one superstate for trajecto-
ry following. Trajectory following with obstacle avoidance is
the most utilized high-level beahvior. It is essential for most
of robots missions.
The simplest mission superstate is used for searching
avalanche fields. When mission starts the robot expects op-
erater to designate polygon on real world map that will be
searched. After robot controller receives polygon vertices it
plans trajectory and jumps into trajectory following super-
state. In this state controller simply follows trajectory point
to point. When trajectory is interrupted by unexpected ob-
stacle it plans avoidance trajectory and iserts it into pend-
ing trajectory. Then it continues following updated trajecto-
ry point by point. During search of avalanche field the tra-
jectory following could be interrupted by sensor detection -
when avalanche finder detects signal from avalanche broad-
caster. In this moment controller informs the operator and

records position of detected signal for future analysis. The
mission ends when robot travels through the entire designat-
ed polygon. After end of mission the controller jumps back
to ”OPERATOR CONTROLLED” state.
Exploration of debris and removal of explosives are mission-
s that mostly rely on operator. The controlller takes care of
supportive tasks like approaching to area of interest when
mission starts and mapping during operation in interesting
area. When mission starts the controller computes approach
trajectory to reach interesting area and follows this trajectory
autonomously. This state can be always interrupted by op-
erator action or it will end automatically when robot reaches
desired position. In this moment controller activates map-
ping and hands over the control of the robot to the opera-
tor. Mission ends when operator terminates it. At this mo-
ment controller stores created map and deactivates mapping.
Then it jumps back into default global ”OPERATOR CON-
TROLLED” state. During mission when robot is controlled
by operator signal from operator station could be lost. In
this case controller jumps into ”COMPUTE RETURN TRA-
JECTORY” state, plans return trajectory and start to follow
it until communication is restored. If communication can not
be restored, controller stays in ”COMPUTE RETURN TRA-
JECTORY” state and waits until robot will be rescued.
Probably the most complicated superstate is used for search-
ing of contamined area mission. If this superstate is entered
the controller actiaves mapping and jumps into ”OPERATOR
CONTROLLED” state where it waits for operator command-
s. In this state operator can drive robot through the area.
When sensor detects person controller notifies the operator
and records position of the detection. Operator can swith-
c to autonomous mode when robot searches some area au-
tonomously. If this action is started, controller jumps into
”WAIT FOR POLYGON” state and waits for receiving in-
formations about polygon of interest. Then it plans trajecto-
ry for searching the polygon and starts to follow it. The tra-
jectory following can be interrupted by sensor detection. In
this case the detection is stored and trajectory following con-
tinues. If operator performs any action the controller jump-
s back to ”OPERATOR CONTROLLED” state. From this
state the operator can terminate the mission. In such case
the controller stores created map and deactivates the map-
ping. Finally it jumps back to the default global ”OPERA-
TOR CONTROLLED” state.

V. Missions and Use Cases of The Robot

The RUDA robot was designed to be able to solve various
missions in various environments. Mission vary in complex-
ity of solved tasks, in environment and operation conditions
and also in posibility of using autonomous behaviour. Robot
operation time is limited to cca 30 minutes. This time vary
according to modules installed on the robot and usage of
those modules and also according to intensity of robot mo-
tion. Unfortunately the robot was not tested in real missions -
all experiments were conducted in artificial situations in test-
ing polygons or during demonstrations. Still the robot proved
itself to be able to solve particular tasks required during re-
al missions so it is supposed to be usable for real missions.
The 30 minutes long operation time is sufficient for follow-
ing missions.
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Figure. 10: Decision making state machine.

A. Searching debris

In case of earthquake or accident the building might collapse.
The robot can drive through the debris and search for surv-
iors. It can overcome difficult terrain in debris and it can
use bioradar and thermocamera for searching. In this mode
the robot has to be controlled by operator most of the time.
Autonomous mode can be used for moving towards the area
with debris. Robot can use manipulator for removing small
obstacles and for checking statics of debris before humans
enter the area.

B. Searching contamined area

Robot can operate in areas contamined by dangerous chem-
ical or biological pollution. The hull and most of modules
are prepared for chemical decontamination. Robot surface is
also heat resistant so the robot can withstand fire for a short
period of time. It can use camera, bioradar and thermocam-
era during search for surviors in this area. In this kind of
mission robot can operate in autonomous mode and it can
make map of area from covered with data from thermocam-
era an bioradar. Operator can go through the data after robot
finishes the mapping. Unfortunately some parts of the robot
including tracks, bioradar antena and LIDAR can not be de-
contamined so they have to be disposed after mission and
replaced by new parts.

C. Searching avalanche field

For operation on snow the robot has to be equipped with wide
tracks. Robot can search given area according to GPS au-
tonomously. In autonomous mode the robot can avoid ob-
stacles and report if it detects signal from another avalanche
finder. In case of falling into the snow the robot still reports
its position so it can be recovered later.

D. Removing explosives and other dangerous objects

Another use case of the robot is manipulation with dangerous
or suspicious objects. Suspicios object can be bag left some-
where on public place. It is dangerous for human to approach
the bag because it may contain explosives. It is safer to use
remote controlled robot to reach the bag, grasp it a move it
to the pyrotechnic container or to another safer place. Robot
can also manipulate with dangerous chemicals and thanks to
good surface protection it can operate in environments that
are inacessible for human. Robot is not armored so it can
not withstand explosion in its proximity but still sacrifice of
robot is less serious than sacrifice of human life.

VI. Conclusion

The paper introduces the project of rescue robot with
acronym RUDA and described some interesting parts of en-
tire robot. Currently the robot can be used in several use cas-
es. Greatest advantage of the robot is that it can take the risk
of operating in dangerous areas instead of humans. Robot
is remote operated however it has limited autonomous ca-
pabilities. Unfortunately the robot itself is a prototype that
is not used in real missions but the robot was presented to
rescue teams from several areas including fire brigade, py-
rotechnists or police teams and they were interested in testing
this prototype. The robot was also awarded by gold medal on
International Engineering Fair (MSV2015) [20].
Despite the robot can be used in real missions there are many
things that could be improved. There is a space for improving
robot’s chassis to improve transmittance through rough ter-
rain. With additional stabilizating rear wheel the robot could
climb up greater terrain gradient . Better dumping would
help the robot to overcome difficult terrain where it has to
fall from height. This is a common situation when riding
over debris. Replacing manipulator with stronger one would
allow robot to cary pyrotechnic water beam or shotgun for
dismantling bombs. Stronger manipulator in general would
allow the robot to remove bigger obstacles during its opera-
tions.
Another area of improvements is sensoric system of the
robot. We received several suggestions about additional sen-
sors and effectors that robot could be equipped with. The
suggested sensor include roentgen scanner that is used in py-
rotechnists missions to scan suspicious objects, sensors of
chemical pollutions and also sensors for measuring stability
of damaged buildings. Other sensor would help the robot to
move more smoothly and effectively - for example pressure
sensors on gripper fingers or optical-flow sensor for improv-
ing dead-reckoning.
Great challenge is improving and extending the autonomous
mode of the robot. Mission control state machines could be
extended to handle unexpected situations more autonomous-
ly. There is also a lot of space for improvements in localiza-
tion of the robot as mentioned above in the paper.
To conclude the RUDA robot has still space for improve-
ments and further development but in actual state it is an in-
teresting solution for rescue teams in several mission types.
Potential of the robot will propably grow with improvement
of chassis and autonomous control and also with additional
sensor and effector modules.
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