
Journal of Network and Innovative Computing 

ISSN 2160-2174 Volume 4 (2016) pp. 020-028 

© MIR Labs, www.mirlabs.net/jnic/index.html                                                                                                                 

 

 

 

The metaheuristics to solve the Flow-shop 

Scheduling Problem: A Comparative Study 
 

Abdelhamid BOUZIDI1, Moahmmed Essaid RIFFI2 and Mohammed BARKATOU3 

 
1 dept of Computer Science, Faculty of science, Chouaib Douakkali University 

El Jadida, MOROCCO 

mr.abdelhamid.bouzidi@gmail.com 

 
2 dept of Computer Science, Faculty of science, Chouaib Douakkali University 

El Jadida, MOROCCO 

said@riffi.fr 

 
3 dept of Mathematical Science, Faculty of science, Chouaib Douakkali University 

El Jadida, MOROCCO 

mbarkatou@hotmail.com 
 

 

Abstract –In our life, there are multiple real problems based 

on the Flow shop-scheduling problem, which is a NP-hard 

combinatorial optimization problem. Many researchers had 

tried to solve it by using the computational intelligence, such 

as the metaheuristics and the exact methods. Hence, the 

problem consists on determining the efficient method among 

them to solve this theoretical problem. This paper aims 

describes an experimental comparison study of four 

metaheuristics that are the hybrid genetic algorithm, particle 

swarm optimization (by and without using local search), and 

the cat swarm optimization algorithm. In order to analyze 

their performance in term of solution, the four algorithms 

has been applied to some benchmark Flow shop scheduling 

problem. The results show that the Cat swarm optimization 

algorithm is more efficient than the other selected methods to 

solve the flow shop-scheduling problem; and then the best 

one to solve the real application based on this theoretical 

optimization problem. 

 

Keywords- computational intelligent, Flow shop scheduling 

problem, genetic, cat, particle, swarm optimization, 

metaheuristic. 

 

I. Introduction: 

The Optimization importance arises in various discipline 

in our real life, such as business transaction, engineering 

design for industrial manufacturing, etc. But to solve it, 

was difficule, in front the complexity of these problems. 

The complexity of these important problem had lead some 

researchers to study this type of problem and find how to 

solve it. The researchers had introduce some theoretical 

problem; each one is the base of some real application 

problems. Now, there are a numerous type of problem, 

such as: 

The routing problem: Routing problems with one or more 

agents go to a predefined set of locations, and the function 

and objective constraints depends on the order in which 

locations are visited, there are a numerous problem in this 

type, such as: 

 the travelling salesman problem (TSP) (example 

of real applications: Drilling problem of printed 

circuit boards [1], Overhauling gas turbine engines 

[2]; X-Ray crystallography [3], Computer wiring [4], 

The order-picking problem in warehouses [5]). 

 The routing vehicle problem (RV). 

Assignment and layout: In assignment problems concern 

assignment of a set of items to a given number of 

resources subject by respecting some constraints. There 

are a large example of this type of problem such as: 

 The quadratic assignment problem, the 

application that was modeled as this problem 

(Example are such as Localization applications [6], 

Hospital layout [7], Design keyboard and control 

panel [8]). 

 Graph coloring. 

 MAX-SAT. 

Scheduling: Scheduling problems is NP-hard problem, it 

concern the assignment of a set of jobs to a set of 

machines over time. Input data for these problems are 

processing times, and the aims is find the schedule that 

had minimal makespan (total execution time). In addition, 

it can be also consider as input data, the setup times, 

release dates and due dates of jobs, measures for the jobs’ 

importance and precedence constraints among jobs. There 

a numerous problem in this type, as: 

 Single Machine Scheduling Problems as: 

o Maximum Lateness and Related Criteria. 

o Total Weighted Tardiness. 
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o Weighted Number of Late Jobs. 

 Batching problems. 

 Shop Scheduling Problem, as: 

o The Job-Shop scheduling problem. (Example of 

application is the Employee timetabling [9]). 

o The Flow-Shop scheduling problem (Example : 

engine piston manufacturing [10]). 

o The Open shop scheduling problem (Example of 

real applications: the area of Satellite-Switched 

Time-Division Multiple Access (SS/TDMA) [11], 

routing packets [12], system-on-a-chip (SOC) 

testing [13].). 

 Multi-Purpose Machine (MPM), as: 

o MPM Problems with Identical and Uniform 

Machines. 

 Parallel Machine Models. 

 Changeover Times and Transportation Time, as: 

o Single Machine Problems 

o General Shop Problems 

 Multiprocessor Task, as: 

o Multiprocessor Task Systems 

o Shop Problems with MPT. 

o Multi-Mode Multiprocessor-Task Scheduling 

Problems 

 

Machine learning: it evolved from the study of 

computational learning theory and pattern recognition by 

using the artificial intelligence 

 traffic patterns at a busy intersection 

 Classification. 

 Regression. 

 Clustering. 

 Rule extraction. 

 

To solve these theoretical NP-hard problems, the 

researchers have proposed a numerous methods; one of 

them is the computational algorithms that have 

demonstrated its efficiency to solve many problems. 

As mentioned earlier, the known way to solve the complex 

optimization problem is the computational algorithms that 

can be divided into three categories, which are exact 

techniques, heuristics, and metaheuristics. Exact 

algorithms can find the local solution with a great success, 

but rarely the global solution and the runtime deteriorates 

rapidly with the size of the problem dimension. The 

heuristics and metaheuristics usually approximate the 

solution based on stochastic components and do not find 

the optimum in every case, but their runtime on large 

problem instances is much more acceptable, and it can be 

applied on a specific problem. The difference between 

heuristic and metaheuristic is that a heuristic can be 

applied only to a specified problem, but the metaheuristic 

can be applied to several problems. 

The Flow shop scheduling problem, is one of the most 

know difficult NP-hard [14] problems. To solve it, some 

methods have been introduced, but the problem is which 

method is the best to obtain the best solution in the 

minimal execution time. That is why, this paper aims to 

study and compare four metaheuristics which are, the 

Hybrid Genetic Algorithm [15], the Particle Swarm 

Optimization (by and without using a local search) [16], 

and the Cat Swarm Optimization [17]. To know which 

method is the effective to solve the FSSP. The selected 

methods are applied to solve some benchmark problem of 

flow shop scheduling problem of Carlier [18] and Reeves 

[19], collect the obtained result of each one, and  

calculated relative percentage error to compare them, 

conclude each methods is more efficiency between the 

select methods, to solve the real-life applications based the 

flow shop scheduling problem. This paper considers the 

extended results of the previous work of the congress 

paper [20] by adding further descriptions. 

The rest of this paper is organized as follows: section II 

presents a brief description of the flow shop scheduling 

problem. Section III, provides an overview of the related 

word. In Section IV, a brief description of the 

metaheuristics in study. Section V shows the result and 

discussion. Finally, the conclusion. 

II. Flow shop scheduling problem: 

A. Presentation 

The flow shop-scheduling problem (FSSP) is a 

combinatorial optimization problem in class NP-HARD 

[14], simulated first in 1954 by Johnson [21]. FSSP is a set 

of n unrelated jobs that should be processed in the same 

order as m machines. The problem is to find the schedule 

of jobs that have the best minimal total time of execution 

of all the process called make span, by respecting some 

constraints, which are: 

 All jobs are independent, and available for processing at 

time zero. 

 The machines are continuously available from time zero 

onwards 

 Each machine can process one operation at a time. 

 Each job can be manufactured at a specific moment on a 

single machine 

 If a machine is not available, all the following jobs are 

assigned to a waiting queue. 

 The processing of a given job in a machine cannot be 

interrupted once started. 

A comprehensive list of these constraints can be found 

in [1]. 

B. Formulation of problem: 

The FSSP is composed of n job J = {j1, j2 … jn}, and m 

machine M = {m1, m2 … mm}, each job is composed of m 

distinct operations O = {o1, o2 … om}. And each operation 

is represented by a pair oi={mik
,tik

} (k∈  [1, (n*m)]), 

where 𝑚𝑖𝑘
 represents the machine on which the process oi 

will be executed, and tik
 represents the processing time of 

operation oi. 

In order to apply CSO to the FSSP, the solution should  

be encoded with a generic solution to the problem. For n-

jobs and m-machines, the solution is presented by a 

sequence of n jobs. The matrix INFO in fig.1 has m*n 

columns and four lines, this matrix is developed to 

represent information about each operation: 

Oi: The number of operations in schedule (𝑖 ∈
[1 , (𝑛 ∗ 𝑚)]). 
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𝐽𝑜𝑖
: The job belonging to the operation oi 

𝑀𝑜𝑖
: The machine name where the operation oi is 

processed. 

𝑇𝑜𝑖
: The processing time of operation oi. 

Fig. 1. Information matrix 

(

𝑜1 𝑜2 𝑜3 𝑜4 𝑜5 𝑜6 𝑜7 𝑜8 𝑜9

𝐽𝑜1
𝐽𝑜2

𝐽𝑜3
𝐽𝑜4

𝐽𝑜5
𝐽𝑜6

𝐽𝑜7
𝐽𝑜8

𝐽𝑜9

𝑀𝑜1
𝑀𝑜2

𝑀𝑜3
𝑀𝑜4

𝑀𝑜5
𝑀𝑜6

𝑀𝑜7
𝑀𝑜8

𝑀𝑜9

𝑇𝑜1
𝑇𝑜2

𝑇𝑜3
𝑇𝑜4

𝑇𝑜5
𝑇𝑜6

𝑇𝑜7
𝑇𝑜8

𝑇𝑜9

) 

 

For example, let’s consider the following: 4*3 

FSSP, where n=3, m=3, J= {J1,J2,J3} , M={M1,M2,M3}, 

and for every Ji in J, Ji={(mik, tik)} for 𝑘 ∈  [1,3],  
J1 = {(1, 2), (2, 1), (3, 5)} 

J2 = {(1, 1), (2, 2), (3, 1)} 

J3 = {(1, 6), (2, 1), (3, 4)} 

J4 = {(1, 3), (2, 6), (3, 2)} 

The representation of matrix of information will 

be as following: 

 
Fig. 2 : Figure 2 The information matrix of schedule to be  used 

(

1 2 3 4 5 6 7 8 9 10 11 12
1 1 1 2 2 2 3 3 3 4 4 4
1 2 3 1 2 3 1 2 3 1 2 3
6 1 4 3 6 2 1 2 1 2 1 5

) 

 

A random solution can be as follow:  

Sol = { 2, 1, 4, 3} 

 

The makespan of the proposal solution according to the 

rules of FSSP, is 18, it is indicated by GANT chart in 

fig.3, where Mi(1 ≤ 𝑖 ≤ 3) represents the machines, and 

each color represents the jobs. 

 

  
Fig. 3 : Gant Chart 

 

III. Literature review 

 

To solve the FSSP problem that is a NP-hard problem, the 

researcher has introduced many computational algorithm, 

trying to attain the best global optimum solution. These 

research methods are such as branch and bound [22], the 

Simulated annealing [23], Tabu Search [24, 25], Harmony 

Search [26, 27], Cuckoo Search [28], Genetic Algorithm 

[29, 30, 15], Ant Colony Optimization [31, 32], Bee 

Colony Optimization [33], Particle Swarm Optimization 

[34, 35, 16], Cat Swarm Optimization [17]. Also, to 

improve the efficiency of some existing metaheuristics. 

The researchers have proposed many hybrid algorithms 

called also memetic algorithms, or improved methods, 

such as hybrid backtracking search [36], hybrid Cuckoo 

search [37], hybrid particle swarm optimization for no-

wait flow shop scheduling proposed by Liu et al. [36], 

hybrid genetic algorithm proposed by DZ Zend et al. [15], 

hybrid discrete artificial bee colony algorithm proposed by 

L. Yan-Feng et al. [37] 

IV. Metaheuristics Description 

 

This part describe the differents metaheuristics in this 

comparative study. 

A. Hybrid Genetic algorithm:  

This section present the diferrent heuristic and 

metaheuristics used in the hybrid genetic algorithm 

proposed by Z. Zheng et al. [15]. 

 

1) The NEH heuristic: 

Introduced in 1983 by M. Nawaz, E. Enscore Jr 

and I. Ham. This insertion technique has been recognized 

as the highest performing method for the permutation 

flowshop scheduling problem. The general process of the 

NEH heuristic is: 

 

Step1: Order the jobs by non-increasing sums of 

processing times on the machines 

Step2: Take the first two jobs and schedule them in 

order to minimise the partial makespan as if 

there were only these two jobs 

Step3: For k= 3 to n do Step 4 

Step4: Insert the Insert the k th job at the place, which 

minimises the partial makespan among the k 

possible ones. 

 

2) Simulated annealing: 

The Simulated annealing (SA) metaheuritsic 

proposed in 1953 by M.N. Rosenbluth and published by N. 

Metropolis [38], the inspiration come from annealing in 

metallurgy. It’s a an approximation technique to find the 

global solution of a given function. The process is: 

Procedure Simulated_annealing(Select an initial 

solution s ∈ S) 

Select an initial temperature T = T0. 

While (stopping criterion is not satisfied) do 

Choose randomly s' ∈ S 

Generate a random real number r in [0,1[ 

If(r < e
f(s)-f(s')

T ) then s ←s’ 

Update T 

 End While 

End Procedure 

The SA algorithm was apply in the first to solve 

the FSSP problem in 1989 by Osman and Potts [23]. 

 

3) The genetic algorithm: 

The genetic algorithm (GA) is an evolutionary 

algorithm nature-inspired biological evolution such as 

selection, crossover and mutation. The GA was introduced 

in the United States by Holland J. H. [39]. In any problem, 

the solution is presented by a genome (or chromosome). 

The general process of GA is: 

1. Generation of population 
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2. Initialize population 

3. Repeat until terminal criterion: 

 Evaluate 

 Selection 

 Crossover 

 Mutation 

Some problems are resolved by the GA such as, Molecular 

recognition of receptor sites [40], clustering [41], Layout 

optimization for a wireless sensor network [42]. 

4) The hybrid genetic algorithm: 

 

In 2003, D.-Z. Zheng et al. [15] proposed the Hybrid GA, 

by improving the generation of population, the crossover 

and mutation, to improve the generation the Nawaz-

Enscore-Ham (NEH) heuristic is incorporated into the 

random initialization of population. The multicrossover is 

applied to subpopulations divided from the original 

population, and the Mutation is replaced by a metropolis 

sample of simulated annealing with probabilistic jump and 

multiple neighbour state generators. The process 

description is presented in the following flowchart. 

Fig. 4. The Flowchart of the HGA. 

 

B. Particle Swarm optimization: 

 

The particle Swarm Optimization (PSO) is a 

computational method, intended for simulating social 

behavior of bird flocking or fish. It is a population of 

particle based stochastic optimization technics, introduced 

by Eberhart and Kennedy in 1995 [43]. Each particle 

characteristic is the position that presents the solution, the 

velocity to move, and the remembered position where it 

has its best result. and the common variable used in the 

swarm is the global best position that is the best optimal 

solution existing in the swarm called Gbest. 

 
Fig. 5. Particle parameters 

 
 

Let’s Xiand Vi present the position and velocity of the 

selected particlepi, The XH the remembered position 

where it had its best result presents the old solution the Xi, 

the XG present of Gbest, c1 and c2 (c1+c2=4) are two 

constants, and r1 and r2 are two random values between 

in ]0,1].  The process of PSO, is presented as follows: 

 

a) Initialize population. 

b) Evaluate fitness of individual particle; and 

initialize the G best. 

c) Repeat 

 Update Velocity by:xi = xi + vi 

 Update Position by :  

vi = vi + c1×r1(xh-xi) + c2×r2(xg-xi) 

 Update Gbest if fitness position of selected 

particle is best then the Gbest fitness. 

Until terminate the considered condition 

 

Some problem are resolved by the PSO, such as, 

for reactive power and voltage control considering voltage 

security assessment [44], nonconvex economic dispatch 

problems [45], wireless-sensor networks [46]. 

In 2005, K. Rameshkur et al. [16] have proposed 

discrete particle swarm optimization (DPSO) to solve 

the FSSP, and the DPSO by using a local search 

method. The result by the application to solve some 

benchmark problem proves the efficiency of the 

proposal DPSO to solve FSSP. 

 

C. Cat Swarm Optimization algorithm: 

Cat swarm optimization (CSO) is an evolutionary 

algorithm nature-inspired behavior of cats. In natural cat 

behavior, the cat spend life into two modes, which are: 

 Resting mode: when the cat is observing the 

neighborhood, to move to the best position. 

 Hunting mode, or chasing mode; where the cat 

moves quickly to chase a prey or any moving 

object. 

 

This behavior was modeled in 2006 [6] as a CSO 

algorithm. To solve the continus optimization problem. As 

in real life of cat, each cat has two modes, the seeking 

mode (SM) when the cat is in rest, and the tracing mode 

(TM) when the cat traces its path, according to its own 

velocity to chasing a prey. To combine these two modes 

of CSO algorithm, researchers defined the mixture ratio 

(MR). Each cat is presented by three parametres are, he 

position that presents the solution, the velocity applied to 

change the position, and the flag that defines in which the 

mode is the selected cat. And a common between all the 

swarm called Gbest, that present the global best solution 

in the swarm. mode that characterizes each cat.  

http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=898095
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=898095
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=4077139
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=4077139
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Fig. 6. Cat parameters 

 
 

The process of the two sub-mode is as follow: 

1) Seeking Mode: 

This mode present the cat when it is at rest, the 

parameters used in this mode are: 

SMP: Seeking memory pool. 

CDC: seeking range of the selected dimension. 

SRD: counts of dimension to change  

SPC: self-position consideration. 

The process of seeking mode is described as 

follows: 

Begin  

      

     Make j copies of cat k 

     if (SPC==true) 

          includes cat k as a candidate and j=SMP-1 

       ELSE 

            j= SMP 

       EndIf 

    For each copy 

         Select a number of dimensions based on CDC 

          Update their value using SRD percent of their 

current value 

    EndFor 

     Evaluate the fitness of each copy 

     If all fitness values are not exactly equal then 

          For each cat  

                  Pk =
|FSk −  FSmin|

FSmax−FSmin
 

          EndFor 

      Randomly select a new position for cat k  

END 

 

2) Tracing mode: 

This is the hunting mode, it describe the cat when it move 

quickly to chasse a pray or any moving object, according 

its velocity. 

The process is this sub-mode is described as follow: 

 

Begin 

  //update_velocity 

         V’ i = w*V i + r1 * c1 * (X best − X i) //(1) 

 //update_position 

            X i = X i + V i //(2)      

END 

Where, in equation (1): 

 X i The position of the selected cati. 

 Xbest: is the best solution / position of the cat who has 

the best fitness value. 

 V i: The old speed value (current value). 

 c: is a constant. 

 r: a random value in the range [0, 1] 

And in equation (2): 

 X i: The position of selected cat i 

 V i: The velocity of cat i 

 

3) The total process of the cat swarm optimization: 

In the cat swarm optimization algorithm, the two-

sub mode are combined by the mixture ratio.The 

description of the total algorithm process of CSO is: 

 

Begin: 

(1) Generate N cats 

(2) Initialize flag, velocity, and position every cat. 

(3) Initialize gbest with the lowest fitness cat in 

swarm. 

(4) for each cat in swarm 

        If the flag of the selected cat is TM 

   Apply selected cat into TM process 

        Else 

           Apply selected cat into TM process 

        EndIf 

       Update gbest 

      End for 

(5) Re-pick number of cats and set them into TM 

according to MR, and set other cats in SM. 

 

If the condition is to terminate yes then complete the 

program 

The CSO algorithm was applied to solve many problem 

such as IIR system identification [47], Reliability-

constrained based optimal placement and sizing of 

multiple distributed generators in power distribution 

network [48]. 

The improved cat swarm optimization algorithm 

for solving the FSSP was introduced A.Bouzidi et al. [17] 

by redefining operators and operations, the proposal CSO 

has proven it efficiency to solve some benchmark 

problem. 

V. Metaheurstics to solve FSSP: 

 

This part is devoted to the description of the operator 

role, and operation of each algorithms to solve the FSSP. 

The following table shows the parameter role of each 

metaheuristics in study. 

TABLE I.  PARAMETRES VALUES 

Metaheuristic Parameters Role 

GA Genome The solution presented by a schedule 

PSO 

Position The solution presented by a schedule 

velocity A set of permutation to apply into the 

solution 

CSO 

Position The solution presented by a schedule 

Velocity A set of permutation to apply into the 

solution 

Flag Determinate in each mode is the cat 

 

Some concepts about operation that should to be 

respected to apply CSO and PSO (by or without using a 

local search method), are: 
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 Definition 1: a movement of particle k or cat k is 

a swap applied to solution/position of this cat. 

 Definition 2: Addition between position X and a 

velocity V (X+V), is applying the swap in V to position X, 

the result is a new position. 

 Definition 3: Addition between two velocities v 

and v’ ( v+ v’), is a new velocity containing all the couple 

of swaps of v and v’. 

 Definition 4: the result of the subtraction 

between two positions x and x’ is a velocity v, it is the 

opposite of addition: 

x + v = x’     x’ – x = v 

 Definition 5: a multiplication is performed 

between a float value and velocity, the result is a velocity. 

The different possible cases according to the real k are: 

 If k = 0: k * v = 0 

 If (k>0 & k<=1) : Then r * v = (ik,jk)[k : 0  

(c*|v|)] 

 If k>1: then we separate. Decimal and integer 

part, k = n +x. Where n is the integer part of r, and x 

corresponds to the decimal parts. We will then return 

each party to the previous cases.  

 If k<0: k * v= (-k)*¬v. Now (-k) >0, and you 

will consider one of the previous cases. 

 

VI. Results and discussion: 

In this section, the collected result, by the application 

of each methods to fourteen benchmark instances problem 

including eight benchmark instances of Carlier [18], and 

six benchmark instances of Reeves [19], and calculate the 

relative percentage error of each one, for a selected 

instance to compare the efficiency of each selected 

methods in this study. The method in this study are the 

PSO, PSO by using a local search PSO/LS, hybrid genetic 

algorithm HGA , and CSO algorithms were applied to, the 

obtained result by HGA [15], PSO and PSO/LS [16], and 

CSO [17]. The collected result are presented in  table II 

and table III. 

 

 

 

 

TABLE II.  RESULTS BY THE APPLICATION TO SOLVE THE CARLIER BENCHMARK PROBEM 

Problem 
Problem size 

(n * m) 
BKS 

Relative percentage error 

HGA PSO PSO by LS CSO 

Car1 11×5 7038 0.00 0.00 0.00 0.00 

Car2 13×4 7166 0.00 0.00 0.00 0.00 

Car3 12×5 7312 0.00 1.09 0.00 0.00 

Car4 14×4 8003 0.00 0.00 0.00 0.00 

Car5 10×6 7720 0.00 0.62 0.00 0.00 

Car6 8×9 8505 0.76 0.00 0.00 0.00 

Car7 7×7 6590 0.00 0.00 0.00 0.00 

Car8 8×8 8366 0.00 0.00 0.00 0.00 

 

TABLE III.  RESULTS BY THE APPLICATION TO SOLVE THEREEVES BENCHMARK PROBEM 

Problem 
Problem size 

(n * m) 
BKS 

Relative percentage error 

HGA PSO PSO by LS CSO 

ReC01 20×5 1247 0.14 1.36 0.16 0.00 

ReC03 20×5 1109 0.09 0.54 0.18 0.00 

ReC05 20×5 1242 0.29 0.97 0.24 0.24 

ReC07 20×10 1566 0.69 3.70 1.15 0.00 

ReC09 20×10 1537 0.64 5.45 2.41 0.00 

ReC11 20×10 1431 1.1 11.11 1.05 0.00 

 

 

 

 

To assess the collected results, the content of two 

tables are translated into two graphs, which present 

the result of the two tables. The following graph 

(Fig.7) present the collected result in table 1. 
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Fig. 7. RPD of the GA, PSO,HPSO and CSO  by the application to 

Carlier benchmark instances 

 
 

The following graph  presents the variation of RPD 

obtained by the application to solve Carlier’s 

problem. The Figure shows that the HGA and CSO 

are more efficient to solve it than the PSO with or 

without using a local search. 

The following graph (fig.8) present the collected 

percentage error in table 2. 

 
Fig. 8. RPD of the GA, PSO,HPSO and CSO  by the application to 

Reevers benchmark instances 

 
 

The Following graph is designed by calculating the 

RPD of the studied methods; it shows clearly that CSO 

is efficient than the other methods. The HGA is more 

efficient than the PSO and PSO/LS algorithms, and in 

the last PSO/LS algorithm is more efficient than the 

classical discrete PSO. 

By analyzing the variation of RPD, after the 

application to some benchmark instance of Carlier and 

Reevers, it seem clear that the CSO algorithm is the best 

one to solve the FSSP problem between the method in 

study, because the error percentage, as appear in the two 

graphs, is the lower then each other methods. What 

mean that the CSO algorithm is more efficiency to solve 

the real life application based the FSSP. 

VII. Conclusion: 

 

This paper presented the application of some 

metaheuristics to solve the flow shop-scheduling 

problem, to choose the best metaheuristic to solve some 

real applications based FSSP problem. The studied 

methods are the hybrid Genetic algorithm, particle 

swarm optimization, particle swarm optimization by 

using local search, and the cat swarm optimization. This 

paper aims to compare the relative percentage error by 

the application of these metaheuristics to some 

benchmark instances. The computational results show 

that the cat swarm optimization is more efficient than 

other methods, after that the hybrid genetic algorithm, 

particle swarm optimization by using local search, and 

the particle swarm optimization. 

In future research, the hope is the application of CSO to 

some real applications of the flow shop-scheduling 

problem, for example in production, management, to 

location, timetabling problem. Also to solve the other 

NP-hard problems. 
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