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Abstract: Feature selection is a key challenge before the 

process of classification could be performed. The classification 

accuracy would increase by using a good feature selection 

method and also at the same time reduces the cost and time 

involved in the computation. In this study, we applied hybrid 

methods by using Correlation Based Feature Selection combined 

with different search algorithms. The classification performance 

was evaluated using fuzzy rough neural network classifier on the 

selected gene subsets. The experimental results reveal that 

majority of the hybrid method selects very few gene subsets and 

produces much better classification accuracy. The results are 

validated using traditional approaches like Precision, Recall, 

F-Score and Region of Characteristic. 

 
Keywords: Feature selection, Fuzzy Rough Set, correlation, 
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I. Introduction 

A new area of research has blossomed in the last two decades 

in the area of machine learning and bioinformatics. This area is 

powered by the concept of microarray gene expression data. 

Disease identification and treatment of a wide variety of 

tumors in the oncology research is possible by using the gene 

expression information obtained from microarray samples. 

Microarray cancer gene expression data is composed of very 

small samples (usually less than two hundred) and thousands 

of gene expression levels (ranging from 7000-20000). A 

typical classification task involves two different kinds of 

problems. The first one would be a binary problem to identify 

and classify the given sample as “normal” or “cancerous”. The 

second one would be a multi-class problem that involves the 

identification and classification of a variety of tumors. 

Researchers across the globe express their serious concern 

about the presence of binary and multi-class problems in 

microarray gene expression. The presence of a very few 

number of training and testing samples and large amount of 

gene information is the sole reason behind this concern. Hence 

a robust model is needed to perform feature selection and 

classification. Another essential component is the validation of 

the data. The presence of noise and outliers also make the 

concept of microarray gene expression data even more 

exciting for researchers worldwide [1]. Microarray technology 

has the capability to perform a single experiment to monitor 

and measure the gene expression activation levels. The 

analysis and diagnosis of a large number of diseases is possible 

by using this approach. Cancer has been characterized as a 

heterogeneous disease consisting of many different subtypes. 

The early diagnosis and prognosis of a cancer type have 

become a necessity in cancer research, as it can facilitate the 

subsequent clinical management of patients. The importance 

of classifying cancer patients into high or low risk groups has 

led many research teams, from the biomedical and the 

bioinformatics field, to study the application of machine 

learning (ML) methods [2]. The current focus is to perform 

efficient clustering and also increase the classifier accuracy. 

The correlation and interaction pattern of the gene expression 

data could be obtained by performing an efficient clustering. 

The main aim of research in the area of classification accuracy 

involves prediction of the class membership of the data, 

production of the correct label for the training data and 

predicting the labels of unknown data with higher degree of 

accuracy [3]. The training and testing of the different 

classification methods has become difficult because of the two 

key aspects of microarray data namely the small sample size 

and high dimensionality. Also, it might be required to 

investigate thousands of gene expression data though only a 

very small number might show significant correlation with a 

particular phenotype [4]. So feature selection is a very crucial 

procedure to understand and analyze the gene expression 

profiles and hence aid in achieving higher classification 

accuracy. The prediction of classification accuracy of 

unknown samples in a medical diagnosis system plays a major 

role is clinical applications. 
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A subset of optimized features from the given dataset is 

selected using suitable search operations using statistical 

estimates. The main challenge in bioinformatics is feature 

subset selection. This is due to the fact that only a very small 

sample size is available for high dimensional data. This 

“large p, small n” problem is called the curse of 

dimensionality. Many dimensionality reduction algorithms 

have been developed to avoid this phenomenon. Filter and 

wrapper approaches are the two broad categories of feature 

selection approaches in data mining.  

 

In the filter model approach, the process of classification is 

performed after filtering. The weight value for each feature 

is computed and higher values are chosen to represent the 

reduced feature subset. The statistical properties of the data 

contribute majorly in the relevant feature selection process 

using the filter model. The dimensionality of the dataset is 

greatly reduced by employing the filter model as it is 

independent of the learning algorithm. The interaction 

between features is not considered in the filter approach and 

this is one major disadvantage of this model.  

 

 

 

 

Figure 1. Working of a Filter 

 
The working of a filter is depicted in Figure 1 as in. In the 

case of a filter approach, the filtering process is independent 

of the learning algorithm. This approach is suitable in most 

of the cases as it is independent of any particular algorithm 

 

The wrapper model is applied on a subset of features 

obtained from the filter model.  The subset features are 

estimated by using an evaluation function along with a 

learning algorithm. This model searches for an optimal 

solution in a given dimensional space by using an optimal 

algorithm [4]. The results of the wrapper model are 

validated using a suitable classification algorithm in a 

subset search space. The wrapper approach utilizes a given 

learning algorithm to evaluate the candidate feature subsets 

and hence is tied to the learning algorithm. Three main 

issues in a wrapper model make it challenging. They are 

search operation on a high dimensional space called the NP 

complete problem, uncertain assessments that make the 

choice of feature configuration difficult and the high 

dimensionality of a given problem that makes the selection 

of a feature subset complex.  

 

 

 

Figure. 2. Working of a Wrapper  

The working of a wrapper is depicted in Figure 2 as in. In 

the case of a wrapper approach, the feature selection 

process is tied to the algorithm. This method searches 

through the feature subset space using the estimated 

accuracy from an induction algorithm as a measure of subset 

suitability. It involves the generation of a subset [6]. The 

commonly used gene selection & extraction approaches are 

t-test, Relief-F, information gain, SNRtest and principal 

component analysis (PCA), linear discriminant analysis, 

independent component analysis (ICA). These methods are 

capable of selecting a smaller subset of genes for sample 

classification [7]. 

 

In this study, we compared the gene selection performance 

of the hybrid methods that makes use of correlation based 

feature selection with suitable search approaches. To 

evaluate the performance of the hybrid feature selection 

methods, we used fuzzy rough neural network classifier to 

determine their influence on classification. The results 

indicate that in terms of the number of genes that need to be 

selected and classification accuracy, several hybrid methods 

are superior to other methods in the literature. The sequence 

of steps followed is depicted in Fig 3 

 

 

 

 

 

 

 

 

 

Figure. 3. Sequence of steps for Feature Selection and Classification 

This paper is organized as follows: a brief overview 

introducing the methods is presented in Section II. The 

experimental framework and settings are described in 

Section III. Section IV summarizes the results obtained after 

feature selection and classification using different feature 

selection models. Finally, the conclusion and scope for 

further research is stated in Section V. 

 

II. RELATED METHODS 
A. Correlation-based Feature Selection 

 

Correlation based heuristic evaluation function is used to rank 

the subset of genes in Correlation based feature selection by 

computing its coefficients. A subset of attributes is evaluated 

by considering the identification ability of each attribute. It 

overcomes the disadvantage of univariate filter approaches 

that does not take into account the interaction between features 

[8] [9]. The identification ability of each of the attributes is 

used to evaluate a subset of attributes. A multivariate approach 

is effective in identifying the correlation that exists among the 

different genes in the dataset [10]. Pearsons correlation 

coefficient is very sensitive to the presence of outliers and 

noise [10]. The relationship between variables (Genes) can be 

measured by the process of correlation [11]. The linear 

relationship between two variables is depicted by using the 

most common measure of correlation in statistics called the 

Pearson Product Moment Correlation. Formula for calculating 

Pearson correlation between features xi and yi is given in Eq 1 
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Correlation = ∑ (xi – mean (xi)*yi-mean (yi) / n*SD (xi)*SD 

(yi))                                                               (1)                                                                                                             

                                                                                                                                   

Pearson correlation coefficient between attributes is found 

out. Genes that possess low inter-correlation are selected 

[12]. The WEKA tool is used to implement CFS for 

selecting a subset of attribute gene information from a larger 

dataset. The selected genes were used to study the different 

types of cancer. The attributes exhibit high correlation if the 

value of correlation coefficient lies between 0.5 and 1 and is 

said to be less correlated if its value lies between 0.3 and 0.5. 

The common methods in CFS are best first, forward 

selection and backward elimination [11] [13] [14]. 

B. Greedy Stepwise Search 

Greedy Stepwise Feature Selection starts with an empty 

“working” feature set and progressively adds features, one at a 

time, until a stopping criterion is reached. Greedy Stepwise 

operates in a very simple fashion [15]:  

Step 1: At each step, consider all feature 

subsets which include the current “working” 

feature subset and exactly one feature not 

present in that set.  

Step 2: Find the quality of each of these 

subsets, and then choose which of these 

gives the best performance to be the new 

“working” subset;  

Step 3: Iterate this procedure until none of 

the new subsets improve performance.  

Step 4: The final “working” subset (that is, 

the last subset which improved performance 

over its predecessor) is then given as the 

procedure’s output. 

C. Best First Search 

Searches the space of attribute subsets by greedy hill climbing 

augmented with a backtracking facility. Setting the number of 

consecutive non-improving nodes allowed controls the level 

of backtracking done. Best first may start with the empty set of 

attributes and search forward, or start with the full set of 

attributes and search backward, or start at any point and search 

in both directions (by considering all possible single attribute 

additions and deletions at a given point)[16]. 

D. Combined Hill Climber 

This Bayes Network learning algorithm uses a hill climbing 

algorithm adding, deleting and reversing arcs. The search is 

not restricted by an order on the variables (unlike K2). The 

difference with B and B2 is that this hill climber also considers 

arrows part of the naive Bayes structure for deletion [17] [18] 

[19]. 

E. Genetic Search 

This Bayes Network learning algorithm uses genetic search for 

finding a well scoring Bayes network structure. Genetic search 

works by having a population of Bayes network structures and 

allow them to mutate and apply cross over to get offspring. 

The best network structure found during the process is 

returned [20]. 

F. Linear Forward Selection 

Extension of BestFirst. Takes a restricted number of k 

attributes into account. Fixed-set selects a fixed number k of 

attributes, whereas k is increased in each step when 

fixed-width is selected. The search uses either the initial 

ordering to select the top k attributes, or performs a ranking 

(with the same evaluator the search uses later on). The search 

direction can be forward or floating forward selection (with 

optional backward search steps) [21] [22]. 

G. Particle Swarm Optimization Search  

Performs a search using binary Particle Swarm Optimization. 

A number of particles are initialized at random locations 

(which correspond to feature subsets) and then swarm towards 

promising areas via the global best solution so far and each 

particle's local best. The smallest subset found overall with 

maximum quality is returned. 

H. Subset Size Forward Selection 

Extension of LinearForwardSelection. The search performs an 

interior cross-validation (seed and number of folds can be 

specified). A LinearForwardSelection is performed on each 

fold to determine the optimal subset-size (using the given 

SubsetSizeEvaluator). Finally, a LinearForwardSelection up 

to the optimal subset-size is performed on the whole data [21]. 

I. Linear Forward Fuzzy Rough Feature Selection 

Linear Forward Fuzzy Rough Feature Selection selects only 

those features with gamma > 0. It performs a backward 

selection through the search space. 

 

III. Experimental Framework 
A. Hybrid filter and wrapper feature selection 

method 

 

In this study, we used a hybrid of the filter and wrapper model 

methods to select feature genes in microarrays, and used four 

different feature selection algorithms to evaluate the 

performance of the proposed method. The filter model part 

correlation-based feature selection (CFS) is used to evaluate 

the ability of each feature which differentiates between 

different categories. The reasoning behind this method is that 

it can calculate the importance of each feature with respect to 

the class. Hybrid approaches are designed to eliminate the 

drawbacks in the filter and wrapper approaches. A combined 

filter-wrapper model makes up a hybrid model. The simplicity 

nature of the filter is combined with the optimized nature of the 
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wrapper to build a hybrid model. The filter model aids in 

initial gene selection and the wrapper model helps to increase 

the classifier accuracy. The hybrid model is a two-staged 

model. The filter eliminates irrelevant and redundant genes 

from the original dataset in the first stage. The reduced gene 

information obtained in the first stage is given as the input to 

the second stage.  In the second stage, the wrapper is applied 

on the filtered dataset and the training accuracy is optimized. 

This approach brings the hybrid model to an acceptable level 

of performance and satisfaction. The embedded approach that 

associates itself with a specific learning algorithm seeks to 

subsume feature selection as part of the model building 

process. The main goal of the hybrid model is to use the 

advantages of both the filter and wrapper models.  

B. Correlation Based Feature Selection in different 

search spaces 

As mentioned previously, filtering methods are amongst the 

most common methods for gene selection. These methods 

have low computational complexity and so can be used easily 

in large, high dimensional datasets such as microarrays; but 

these methods evaluate the discriminative power of each gene 

separately and the interaction of genes are ignored. Also these 

methods do not take into account the correlation among genes 

and so the selected gene set may have redundancy [23].  

 
In this study, we created a hybrid approach of correlation 

based feature selection combined with several search 

strategies to select feature genes in microarrays. The 

different parameters used to perform the Feature Selection 

is tabulated as under in Table 1  

Name of the 

Search Strategy
Parameters used in Feature Selection

Direction=Forward

Loop Cache Size=1(default)

Search termination=5(Number of 

Backtracking)

generateRanking=false

numtoSelect=-1(default)-Retain all 

attributes

searchBackwards=false(means do forward 

search)

alpha=1.0

threshold=1.0

Best First

Combined Hill 

Climber

 

Cross over probability=0.6

Max generations=20

Mutation probability=0.033

Population size=20

generateRanking=false

numtoSelect=-1(default)-Retain all 

attributes

searchBackwards=false(means do forward 

search)

threshold=-1.8(default)

performRanking=true(To select top ranked 

attributes)

Loop Cache Size=1(default)

Search termination=5(Number of 

Backtracking)

Type=fixed-set

maxGenerations=50

numParticles=100

prune=false

performRanking=true(To select top ranked 

attributes)

Loop Cache Size=1(default)

numSubsetSizeCVFolds=5(cross 

validation)

numUsedAttributes=50

Type=fixed-set

alpha=0.2

prune=false

numtoSelect=-1(default)-Retain all 

attributes

Subset Size 

Forward Selection

Linear Forward 

Fuzzy Rough 

Feature Selection

Genetic

Greedy

Linear Forward 

Selection

Particle Swarm 

Optimization

 

Table 1. Parameters used for feature selection 
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IV. Results and Discussion 
A. Preprocessing 

 

Microarray gene expression data suffers from the problems of 

missing values due to several experimental reasons. The 

lymphoma dataset used for our study suffers from this 

problem. In order to solve this issue, preprocessing is 

performed on the raw dataset using the impute method. In this 

case, the missing values are treated using the ‘mode’ statistical 

operation wherein the missing values are filled with the value 

that occurs more often in the dataset. This imputed data is then 

subjected to feature selection and classification to achieve 

better classifier accuracy. 

B. Dataset Description 

We used three multi-class cancer-related human gene 

expression datasets, which were downloaded from [33] to 

evaluate the performance of the proposed method. The data 

format is shown in Table 2; it includes the data set name and 

the number of genes 

Name of the 

dataset

Number of 

Genes in the 

raw dataset

Number of 

Classes

SRBCT 2308 4

Lymphoma 4026 3

MLL 12582 3
 

Table 2. Dataset and Number of Genes 

The small round blue cell tumors (SRBCTs) are 4 different 

childhood tumors. They appear similar on routine histology. 

This makes the diagnosis of the disease an extremely 

challenging task. But this disease requires accurate 

diagnosis for deciding on the treatment options, evaluating 

the responses after the treatment and prognosis of the 

disease. They include Ewing's family of tumors (EWS), 

neuroblastoma (NB), non-Hodgkin lymphoma and 

rhabdomyosarcoma (RMS) [24]. 

 

The malignant cells in T-cell acute lymphoblastic leukemia 

(T-ALL) and T-cell lymphoblastic lymphoma (T-LL) are 

morphologically indistinguishable, and they share the 

expression of common cell surface antigens and cytogenetic 

characteristics. However, despite these similarities, 

differences in the clinical behavior of T-ALL and T-LL are 

observed [25]. 

 

Mixed-lineage leukemia (MLL) is a subset of human acute 

lymphoblastic leukemia’s with a chromosomal 

translocation involving the mixed-lineage leukemia gene. 

MLL translocations are typically found in infant leukemia 

and in chemotherapy-induced leukemia and have a 

particularly poor prognosis. The original research on this 

dataset suggested, that MLL have a highly uniform and 

distinct pattern that clearly distinguishes them from 

conventional acute lymphoblastic (ALL) or acute myeloid 

leukemia (AML) [27]. 

C. Classifier performance 

The performance of the proposed method was evaluated by 

using selected feature gene subsets from microarray cancer 

gene expression data using fuzzy rough neural network 

classifier. The entire dataset was used for the purpose of 

training and testing by using 10-fold cross validation strategy. 

 

In this study, we tested and compared the hybrid feature 

selection method’s performance on the classification of 

three multi-class cancer microarray expression data sets. 

This performance was evaluated on eight different hybrid 

approaches that used correlation based coefficient as the 

base technique. After feature selection, the selected feature 

subsets were evaluated using fuzzy rough neural network 

classifier using a 10-fold cross validation technique. In 

order to evaluate the performance of the classifier, the 

following parameters were used namely Accuracy, 

Precision, Recall, F-Measure and Region of Characteristic 

(ROC) Area [17]. In order to compute the above parameters, 

it is essential to define certain terminologies namely: 

True Positive (tp) – equivalent with hit 

True Negative (tn) – Correct rejection 

False Positive (fp) – False Alarm 

False Negative (fn) – Miss 

 

The true positive, true negative, false positive and false 

negative could be computed easily by observing the 

confusion matrix. The sample confusion matrix is shown in 

the figure 4 below: 

 

Figure. 4. Sample Confusion Matrix 

The formulae used to compute the Accuracy of the classifier is 

given in Eq 2: 

Accuracy = (tp+tn) / (tp+tn+fp+fn)                                             (2) 

The denominator value in Eq 2 is called the total population 

size 

 

Precision and Recall are the two basic parameters used for 

evaluation in search strategies and based on understanding and 

measure of relevance. Precision also called the positive 

predictive value is the fraction of the retrieved instances that 

are relevant. Recall also called as sensitivity is the fraction of 

relevant instances that are retrieved [28] [29].  

 

The formulae used to compute the Precision is given in Eq 3: 

Precision = tp/ (tp+fp)                                                               (3)                  
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The formulae used to compute the Recall also called 

Sensitivity is given in Eq 4: 

Recall = tp/ (tp+fn)                                                                        (4)               

   

The Precision and Recall could be easily computed from the 

confusion matrix. Consider a resultant sample confusion 

matrix for the SRBCT dataset obtained by applying the 

Fuzzy Rough Set Theory and Particle Swarm Optimization 

hybrid approach as given below in Figure 5: 

 

Figure. 5. Sample Confusion Matrix for computing Precision and 

Recall 

The row total of the above confusion matrix in Figure 5 is 

R1 – 29, R2 – 11, R3 – 18 and R4 – 25. Similarly, the 

column total of the above confusion matrix is C1 – 25, C2 – 

11, C3 – 24 and C4 – 23.  

 

The Precision for Label a is computed using the formula in 

Eq 5 

Precision (for label A) = TP_a/ (TP_a+FP_a)                               

(5) 

where TP stands for True Positive and FP stands for True 

Negative [28]. 

Precision (for label A) = 21/R1 (29) = 0.724 

Precision (for label B) = 11/R2 (11) = 1.0 

Precision (for label C) = 15/R3 (18) = 0.833 

Precision (for label D) = 18/R4 (23) = 0.783 

 

After the Precision values are computed for each label, the 

average value is computed and is found to be 0.84 as tabulated 

in Table 4.  

 

The Recall for Label a is computed using the formula in Eq 

6 

Recall (for label A) = TP_a/ (TP_a+FN_a)                          (6) 

where TP stands for True Positive and FN stands for False 

Negative. 

Recall (for label A) = 21/C1 (25) = 0.84 

Recall (for label B) = 11/C2 (11) = 1.0 

Recall (for label C) = 15/C3 (24) = 0.625 

Recall (for label D) = 18/C4 (23) = 0.783 

 

After the Recall values are computed for each label, the 

average value is computed and is found to be 0.78 as 

tabulated in Table 4. The F-Score is the harmonic mean of 

Precision and Sensitivity. In other words, F-Score or 

F-Measure in statistics is a measure of test’s accuracy [31] 

[32]. It is computed using the formula 

F-score = 2*(Precision*Recall)/(Precision+Recall)           (7)          

Table 3 shows the results of the various parameters computed 

for the Lymphoma Dataset using Fuzzy Rough Neural 

Network Classifier 

FS Method

Raw 

Data 

Gene 

count

FS Gene 

Count

Accuracy

(% )
Precision Recall F-Score

ROC 

Area

0.92

CFS+GREEDY 141 100 1 1 1 0.99

CFS+BEST 

FIRST
146 100 1 1 1 0.995

CFS+GENETIC 4026 1361 100 1 1 1 0.967

CFS+LFFRFS 1600 100 1 1 1 0.973

CFS+CHC 3 92.1 0.92 0.92 0.98

 

Table 3. Results for Lymphoma Dataset 

 
Table 4 shows the results of the various parameters 

computed for the MLL Dataset using Fuzzy Rough Neural 

Network Classifier 

 

FS Method

Raw 

Data 

Gene 

count

FS Gene 

Count

Accuracy

(% )
Precision Recall F-Score

ROC 

Area

CFS+CHC 4 87.5 0.88 0.88 0.88 0.91

CFS+GREEDY 142 100 1 1 1 1

CFS+BEST 

FIRST
149 100 1 1 1 1

CFS+GENETIC 193 79.17 0.831 0.792 0.797 0.907

CFS+LFFRFS 12582 3438 93.06 0.932 0.931 0.93 0.97

CFS+LFS 91 100 1 1 1 1

Table 4. Results for MLL Dataset 

 

 

Table 5 shows the results of the various parameters 

computed for the SRBCT Dataset using Fuzzy Rough 

Neural Network Classifier 

 

FS Method

Raw 

Data 

Gene 

count

FS Gene 

Count

Accuracy

(% )
Precision Recall F-Score

ROC 

Area

CFS+CHC 83 100 1 1 1 0.996

CFS+GREEDY 112 100 1 1 1 0.998

CFS+BEST 

FIRST
111 100 1 1 1 0.998

CFS+GENETIC 124 84.34 0.852 0.843 0.844 0.83

CFS+LFFRFS 2308 366 98.8 0.989 0.98 0.988 0.989

CFS+LFS 77 100 1 1 1 1
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Table 5. Results for SRBCT Dataset 

 
In Table 3, 4 and 5, FS stands for Feature Selection, ROC 

stands for Region of Characteristic, CFS stands for 

Correlation Based Feature Selection, CHC for Combined 

Hill Climber, PSO for Particle Swarm Optimization, LFS 

for Linear Forward Selection, LFFRFS for Linear Forward 

Fuzzy Rough Feature Selection and SSFS for Subset Size 

Forward Selection. 

 

With reference to Table 3 above, in the case of the 

Lymphoma dataset with 4026 genes in the raw dataset, our 

majority of the hybrid methods selects maximum of 

0.07-7.6% (3 – 306 features) of the 4026 genes in the raw 

dataset and produces an accuracy of 100%. With reference 

to Table 4 above, in the case of MLL dataset, our majority 

of the hybrid methods selects 0.03-8.4% (4-1058 features) 

from the raw dataset with 12582 genes and produces a 

classifier accuracy of 100%. With reference to Table 5 

above, in the case of SRBCT dataset, our majority of the 

hybrid methods selects 2.7-5.4% (63-124 features) from the 

entire raw data with 2308 genes and produces the highest 

classifier accuracy of 100%. Since the dataset involves the 

multi-class data, some feature selection methods selects 

about 25% of the total genes in order to produce an 

acceptable level of classifier accuracy. 

 

The Classifier Errors could be visualized by plotting 

suitable graphs as depicted in Fig 6, 7 and 8 for Lymphoma, 

MLL and SRBCT datasets respectively. 

 

 
 

Figure. 6. Visualizing Classifier Accuracy for Lymphoma Dataset 

 

 

 
 

Figure. 7. Visualizing Classifier Accuracy for MLL Dataset 

 

 

Figure. 8. Visualizing Classifier Accuracy for SRBCT Dataset 

The Receiver Operating Characteristic (ROC) curve can be 

plotted for each of the datasets considering the False 

Positive Rate (FPR) along the X-Axis and True Positive 

Rate (TPR) along the Y-axis of the graph. The ROC plots 

for the three datasets namely Lymphoma, MLL and SRBCT 

is depicted in the below Figures 9 - 18 

 

 

Figure. 9. ROC Plot for CLL (Lymphoma Dataset) 
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Figure. 10. ROC Plot for DLBCL (Lymphoma Dataset) 

 

 

Figure. 11. ROC Plot for FL (Lymphoma Dataset) 

 

 

Figure. 12. ROC Plot for ALL (MLL Dataset) 

 

  

Figure. 13. ROC Plot for MLL (MLL Dataset) 

 

 

Figure. 14. ROC Plot for AML (MLL Dataset) 

 

  

Figure. 15. ROC Plot for TYPE 1(SRBCT Dataset) 
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Figure. 16. ROC Plot for TYPE 2(SRBCT Dataset) 

 

  

Figure. 17. ROC Plot for TYPE 3(SRBCT Dataset) 

 

  

Figure. 18. ROC Plot for TYPE 4(SRBCT Dataset) 

 
It is clearly evident from the above tables that the classifier 

accuracy of the hybrid methods that combines the 

Correlation Based Feature Selection with suitable search 

spaces produces higher accuracy as close to 100%. The 

Filter approach does not reduce the number of features 

beyond a certain level. Hence another approach becomes 

essential to reduce the number of features. The wrapper 

approach reduces the number of features produced by the 

filter approach. The combination of filter and wrapper is 

useful in selecting an efficient subset of features for 

classification purpose. The combination of feature subsets 

could be evaluated by using the wrapper approach that 

depends on the chosen classifier. The interaction among 

different features could be identified simultaneously using 

the wrapper model. The main area of research is to identify 

the number of features that would be required for effective 

cancer classification. For the entire feature selection 

methods, the average accuracy of the hybrid model that 

combines correlation based feature selection with suitable 

search space was better. Also the number of selected feature 

was also comparatively lesser for the certain models 

compared to the Linear Forward Fuzzy Rough Feature 

Selection model. 

V. CONCLUSION 

In this paper, we have adopted the hybrid feature selection 

combining correlation based filter with Best First, Combined 

Hill Climber, Genetic search, Greedy Stepwise method, Linear 

Forward Selection, Linear Forward Fuzzy Rough Feature 

Selection, Particle Swarm Optimization and Subset size 

forward selection. Later fuzzy rough neural network classifier 

was used to evaluate the classification performance 

(percentage of accuracy and other related parameters). The 

majority of hybrid methods have higher potential in aiding 

further research in the area of feature selection simplified the 

process of gene selection which is evident from the 

experimental results. The majority of the hybrid methods 

significantly reduces the number of genes needed for 

classification and has also contributed to the improvement in 

classifier accuracy. These hybrid methods have greater scope 

of application to problems in other domains in future. 
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