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Abstract: Recent advances in text to speech and vice versa have 

opened a new dimension to the manner via which information is 

sought on the go. It is becoming a common place for smart device 

users to search by voice. This development is driving a new order 

in Information Retrieval circle with researcher trying to improve 

on the design of information retrieval systems operated by voice. 

Techniques like the spoken text detected, word transcription, 

phonetic query expansion in voice information retrieval system 

for document tend not to retrieve relevant documents to users 

speech data due to the problems of polysemy, query drift, low 

precision and low recall values engendered from clustered 

document. Therefore, this research extends the conceptual query 

model by using the new concept (term) generated by the 

Universal Fuzzy Concept Network Language with Latent 

Semantic Analysis technique to build semantic similarity 

between concepts in a document before retrieval. Also, the 

research find the degree of relational relevance concepts in 

potential retrievable document. Here, the research achieved a 

higher degree of cohesion, lower degree of entropy between 

concepts and better semantic similarity of concepts in potential 

retrievable documents to the user query.  When compared to 

keyword spotting and query expansion technique, a better 

precision and recall values was also achieved by using the 

proposed method. 
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1. Introduction  
Information retrieval (IR) is a process by which a user finds 

and retrieves information, relevant to the user, from a large 

store of information. The goal of IR is to retrieve all of the 

information a user needs and at the same time limit the 

irrelevant information that is retrieved for the user [1]. Since 

the informational seekers are not aware of the relevant 

information that is available to their query, a just-in time 

information retrieval agent [2] has been used to retrieve and 

present in sequence relevant information that is based on users 

local situation in an easily accessible but yet nonintrusive 

manner. However, several problems associated with 

information retrieval has perpetually become larger since the 

web databases which are accessible to users for information 

seeking activities have become larger in volume, faster in 

growth and enhanced with more effective technologies to 

upload variety of web content from different sources [3]. In 

obtaining a relevant or near relevant information need, users 

are required to communicate their thought pattern to the 

information retrieval system (IRS) effectively. 

Communication as a process of sending and exchanging 

information is a core requirement whose output either in 

speaking or writing determines the input either through 

listening or reading. For communication to take place 

effectively especially in information seeking process, at least 

two systems must be put in place. One of such system must 

put something "out" while the other system must take 

something "in". This is called “output” and "input" processes 

[4]. The “out”, “in” scenario of communication best describe 

what transpired between an information seeker who outputs 

his/her intention and an information retrieval system which 

take in the query for processing.  One significant problem a 

user can encounter in presenting a need to an IRS is the 

problem of Translating needs to request and request to query. 

Translation here means representing or presenting a thought 

(need) in the most precise and accurate way as a request for 

an IRS to understand [5]. Figure 1 is used to further illustrate 

the problems encountered by users when presenting a need to 

an IRS. 

 

 

 

 

 

 

 

                  Figure 1: Query Definition and the IRS 

Majority of the queries; which are formal expressions of 

information needs, for example search strings in web search 

engines have gone beyond typing constructive request in a text 

field to communicating with an information retrieval system 

through voice. Hence, for an effective result to be obtained by 
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IR systems, effective communication must take place between 

the searcher and the information retrieval system from the 

start of problem definition to the end of interpreting the 

retrieved document [6]. It is import to note that in information 

retrieval a query does not uniquely identify a single object in 

the collection. Instead, several objects may match the query, 

perhaps with different degrees of relevancy. Over the years, 

information retrieval systems via text have played a long vital 

role in the structuring, analysis, organization, storage, 

searching and retrieval of information [7]. However, her 

values have not been fully optimised since web retrieval is 

made increasingly difficult when adding in factors such as 

word ambiguity (where a single word can take on multiple 

meanings), and the large amount of typographical errors 

contained within web information. Currently, voice is 

becoming more and more a preferred medium of interaction 

between people and the World Wide Web [8]. However, due 

to existing technical difficulties and limitations with natural 

language processing, grammar generation, voice recognition, 

result representation, amongst others, a very little attention has 

been given to document information retrieval using voice. 

Voice search is the technology intended to provide users with 

the information they request with a spoken query [9]. In this 

research, we used the new queries generated by establishing 

conceptual relationship in spoken text detected from user’s 

speech with the Latent Sematic Analysis (LSA) to build 

semantic similarities with the view to increase the percentage 

of retrieving more relevant documents in respect to user’s 

queries.   

In the remaining sections of this work, we examined related 

works in the realm of VIRD and their qualities in section 2. 

Section 3 gave an overview of latent semantic analysis. In 

section 4, we discussed the Universal Fuzzy Concept Network 

Language (UFCNL) by detailing the processes of the fuzzy 

concept network language and the roles of universal network 

language in generating new concept. Also, the effect of LSA 

in spanning relevant document to users was also discussed in 

section 5.  In section 6, we presented the experiments by using 

the model in 4 to evaluate 20 distinct user queries on a 

clustered data set of 3200 to test for the precision rate, recall 

rate and degree of cohesion to compare existing methods like 

keyword spotting, query expansion and UFCNL before 

concluding with the research documentation in section 7. 

2. Voice Information Retrieval for Document 

Since, human beings finds it easier to communicate and 

express their ideas via speech [10], the introduction of speech 

language technologies into Information Retrieval systems has 

enhanced a more natural communication between IR systems 

and users in need of information. The voice search system 

which now presents a graphic user interface for IR has the 

capacity to transcribe spoken queries and use the text output 

for information search. In voice information retrieval for 

document, query is given as voice command to the system; the 

system has to generate the information based on the spoken 

word to retrieve the needed documents [11]. Several methods 

have been used to implement a voice information retrieval 

system for documents (VIRD). From the telephony system of 

interaction with the indexed database to VoiceXML and to 

using a large vocabulary continuous speech recognition 

(LVCSR) [12] are approaches that help by using its language 

information to search for contents that include speech in the 

database. However, the lack of sufficient training data to 

produce high accuracy transcript, identification and retrieval 

of queries in speech data from low-resources languages 

remains a major challenge [13].  A more recent approach for 

VIRD is the Automatic Speech Recognition (ASR) 

mechanism which is used together with language processing 

for the purpose of producing transcripts of spoken words 

which are useful for document retrieval [14]. The ASR system 

typically employs a closed-vocabulary approach which calls 

for a predetermination of speech. Therefore, in building an 

ASR system for an information retrieval application, the 

choice of words in the system’s vocabulary system is vital. 

Although it has been stated [15] that transcription errors 

greatly influence the performance of voice search systems. 

The goal of using a probabilistic model like the hidden 

Markov model (HMM) is to predict the most likely string of 

words given the observed information. Thus the HMM among 

other, statistically represent speech event like a word, wherein, 

model parameters are typically trained on large corpus of 

speech data.  The ASR begins it task by firstly acquiring the 

human voice, converting to proper format and storing the data. 

Thereafter, a number of predefined features such as noise will 

be extracted from the process speech signal [16] before a 

pluggable module which contains the Language Model, the 

Dictionary, and the Acoustic Model, and also allows users to 

dynamically configure the system with different Linguist 

implementations will be used to generate Search Graph that is 

used by the decoder during the search [17]. Here, the Search 

Graph is the primary data structure used during the decoding 

process. Finally, the Decoder, which use Features from the 

Front End in conjunction with the Search Graph from the 

Linguist to generate Result hypotheses [18]. Even though 

transcription errors greatly influence the performance of voice 

search systems. The Recent research has vastly improved the 

transcription quality of ASR frontend of search engines, as 

well as their handling of verbosity in ranking [19]. Hence, 

ASR approach seems good because speech recognition allows 

the user to query the system by voice, making the interaction 

direct, easy to use and more immediate. Also, [20] introduced 

an approach to detecting speaker’s state based on acoustic, 

prosodic and phonotactic features. These features are 

independent from the ASR outputs and can be extracted from 

the audio itself. The acoustic features extract the pitch contour 

of the of the posting list entry and compute its median, as well 

as the pulses, duration, jitter and shimmer while the prosodic 

features automatically detect and classify prosodic events like 

pitch accents and prosodic phrase boundaries. This plays an 

important role in capturing many aspects of the manner in 

which words are spoken. However, unlike text retrieval, the 

basic challenge of VIRD is dealing with speech recognition 

errors and out-of-vocabulary (OOV) words document 

processing [21]. OOV terms are words missing in the 

automatic speech recognition (ASR) system’s vocabulary and 

are replaced in the output transcript by alternative words 

which are probable, given the language models of the ASR. 

With the OOV present in query search, no retrieved document 

will be relevant to users query. In resolving the OOV problem, 

several IR technique of query expansion have also been 

introduced to tackle OOV. Some of this technique involves 

finding synonyms of query terms from the speech to finding 

all the various morphological and adding additional words by 

using techniques such as relevance feedback [22]. Many other 

studies have also focused on dealing with OOV and 
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misrecognized words. Such of this methods include the 

example of using sub word units as the recognition result or 

search unit by using the multiple recognition candidates [23]. 

One other approach for solving the OOV issue consists of 

converting the speech to phonetic transcripts and representing 

the query as a sequence of phones. Tomoko [24] also proposed 

a method that incorporates Spoken Text Document (STD) into 

Spoken Content Retrieval (SCR) process to deal with OOV 

and miss-recognized words. However, reviewed VIRD 

approach mostly use keyword search from speech recognition, 

the option give existing VIRD systems a low precision and 

recall value [25]. Also, the level of accuracy in speech 

transcription, particularly on terms of interest such as named 

entities and content words are issues with retrieving 

information from spoken data [26]. Here, the research 

proposed a formal language approach to be used alongside the 

fuzzy concept network technique for generating and 

establishing a User-IR model that engenders conceptual 

relationship between the user queries before search is 

conducted. Thereafter, Latent Semantic Analysis technique is 

used to build semantic similarity structures in potential 

retrievable document where the output will be documents with 

high cohesion rate, and lower entropy in their respective 

ranking order. In section 3, we presented an overview of 

Latent Semantic Analysis and its role in establishing semantic 

similarity structure in documents  

3. An Overview of Latent Semantic Analysis  
Latent semantic indexing is a retrieval technique that indexes 

and uses a mathematical technique called Singular Value 

Decomposition (SVD). It does not only identifies pattern in an 

unstructured collection of text, it also find relationship 

between patterns [27]. Since, most approaches to retrieving 

textual materials depend on a lexical match between words in 

users’ requests and those in or assigned to database objects. 

LSA allows one to find more relationships between terms and 

to get a more differentiated view on the data set and its 

underlying relations. There have been proposed number of 

approaches for automatic discovering of semantic relations 

between words: with help of lexical and dependency patterns 

[28], based on Latent Semantic Analysis from evidence con-

tained in electronic dictionaries or encyclopedias, and even 

from the Web link structure [29].  The tremendous diversity 

in the words information seekers use to describe the same 

object, lexical matching methods are necessarily incomplete 

and imprecise [30]. Hence, the latent semantic indexing 

approach tries to overcome these problems by automatically 

organizing text objects into a semantic structure more 

appropriate for matching user requests. Thus, a well-known 

method for improving the quality of similarity search in text 

is called LSI in which the data is transformed into a new 

concept space.  

4. Conceptual Querying Support Model 
Concept-based IR represents both documents and queries 

using semantic concepts in place of keywords extracted from 

user query in a concept space. The essence is to establish a 

conceptual knowledge of the user’s query. Hence, the 

conceptual query support model is designed as an information 

retrieval system that allows users to communicate their 

intentions through voice command. The model is designed 

using the UNL and FCN approaches. These methods act 

dynamic roles for the purpose of minimizing noise, and 

increasing the level of cohesion by finding and establishing 

the conceptual structures for a speech based user query before 

performing a search. This system is trained to listen through 

voice communication on a speech recognition device that can 

identify words and convert the user’s speech to text format 

that is needed to build a conceptual relationship for the 

captured query. Here, the Universal Fuzzy Concept Network 

Language is used for the generation of conceptual query 

vectors by utilizing the conceptual relations and Universal 

Words that are extracted from the user speech to describe the 

objectivity of the captured sentences [31]. Figure 2 is a 

detailed diagram that illustrates the flow of the proposed 

UFCNL. 

          

Figure 2: Diagram illustrating the conceptual structure of the 

user query 

From figure 2, 𝑈𝑄  is the user query,   𝑈𝑊𝑠  is the Universal 

word corpus, 𝛾𝑓  is the universal network language, ∅ is the 

fuzzy concept network, 𝐶𝑞 is the conceptual query and 𝑁𝑞 is 

the new set of ranked concepts from the conceptual queries.  

The Universal Network Language 𝛾𝑓  in figure 2 is used on 

the captured text in the user speech 𝑈𝑄 in order to establish a 

conceptual relations between function words and concepts. 

𝛾𝑓 is a digital meta-language for describing, summarizing, 

refining, storing and disseminating information in a machine 

independent and human language neutral form. Since UNL is 

used as a language for knowledge representation in 

Information Retrieval, here, the meta-language focuses to 

express meanings in a group of word retrieved by the ASR. In 

UFCNL, the Universal Words (UWs) are the main concepts 

or words that constitute the vocabulary which are always 

represented by a node in a hypergraph while function words 

such as auxiliaries and determiners are attributes to UWs that 

provides additional information to the sentence These words 

are loaned from English and disambiguated by their 

positioning in a knowledge base of conceptual hierarchies. 

Hence, UFCNL uses the UNL to establish relationship 

between the auxiliaries or/and determiners and the available 

concepts in the user query in order to define the semantic links 

wherein high-level concepts can be related to lower-level ones 

through the ontological relations "equ" (= is equal to), "icl" (= 

is a kind of), and "iof" (= is an instance of), logical relations 

("and", "or") and thermal relations; such as "tim" = time, "plc" 

= place, etc.  
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In line with the objective to increase the conceptual cohesion 

between concepts, the Fuzzy concept network ∅ is used in 

UFCNL to build relationships and increase the degree of 

cohesion between concepts being multiple defined in order to 

extend the generality of the knowledge base architecture [32]. 

It utilizes the universal word corpus to generate and build a 

wide range of concept with fuzzy relative degree of 

association. In the UFCNL, FCN is modeled by a relation 

matrix and a relevance matrix, where the elements in a relation 

matrix represent the fuzzy relationships between concepts, 

and the elements in a relevance matrix indicate the degrees of 

relevance between concepts. Hence, we present a relational 

relevance matrix in equation 1 

 

𝑅𝑚 =

𝑐1
𝑐2
⋮
𝑐𝑛

 

{
 
 

 
 
𝑐1 𝑐2…… . . 𝑐𝑛
𝑢11 𝑢12…… . 𝑢1𝑛
𝑢21 𝑢22…… . 𝑢2𝑛
⋮
𝑢𝑛1

⋮
𝑢𝑛2………..

⋮
𝑢𝑛𝑛}

 
 

 
 

  (1) 

Where the element 𝑢𝑖𝑗  represents the relevance degree 

between concepts 𝑐𝑖 and concepts 𝑐𝑗 when they are connected 

by fuzzy relationship r in some contexts, where  𝑟 ∈
 {𝑃, 𝑁, 𝐺, 𝑆} , 𝑢𝑖𝑗  ∈  [0,1]  and 0 ≤ 𝑖, 𝑗 ≤ 1 . If the fuzzy 

relationship r is symmetric, then 𝑢 (𝑐𝑖  , 𝑐𝑗) =  𝑢 (𝑐𝑗 , 𝑐𝑖  ). If 

the fuzzy relationship r is reflective, the 𝑢 (𝑐𝑖  , 𝑐𝑗) = 1 . 

Otherwise 𝑢 (𝑐𝑖  , 𝑐𝑗) = 0 when this happens, concepts 𝑐𝑖 and 

concepts 𝑐𝑗 are not relevant by any fuzzy relationship.    

The concepts has presented in the matrix are explicitly linked 

by one of the four fuzzy relationships at a time, i.e., fuzzy 

positive (P), negative (N), generalization (G) and fuzzy 

specialization (S) association relationship. The essence is to 

provide a more powerful knowledge representation method 

which is more appropriate than the Universal Network 

language in the information retrieval environment. Instead of 

establishing binary relation between concepts, based on 

available concepts in a sentence (user query), FCN is used to 

broaden the scope of the universal words by utilizing the 

available words present in the Universal words corpus as 

illustrated in figure 1. Then fuzzy relations with degree of 

relationship within the range of 0 and 1 are established for 

each pair of concept. Hence the FCN in UFCNL allows the 

users to perform positive queries, negative queries, 

generalization queries, and specialization queries in vector 

space. From this, the new conceptual query 𝐶𝑞  are rank based 

on degree value of association to form the new set of queries 

required to perform a search using the function(∫ 𝐷𝑟
𝑛

𝑖=0
).  

 

5. Building Semantic Similarities in Document 
Latent semantic analysis is applied on the new generated 

conceptual query and the clustered document representation 

to perform a search.  At first, each indexed document is 

converted into a vector of word occurrences. Thereafter, each 

vector is scaled so that every concept reflects the frequency of 

its occurrence in context. The column vectors in a large 

concept-document matrix is then combined with the rows. 

Here the rows represent concept, while, columns represent 

documents. Then SVD is performed on the concept-document 

matrix. The essence is to output documents with the most 

related conceptual relationship. Figure 3 below further 

illustrate this.  

 

 

 

 

 

          

   

 

 

 

 

 

 

 

 

 

   Figure 3: Document Ranking through Semantic Similarities 
  
From figure 3, 𝑁𝑞 are new set of concepts generated form the 

user query through the UFCNL, 𝜌𝜏  is the Latent Sematic 

Analysis while 𝐷𝑟  is the represented document in 

correspondence to the users query. 

We used three sub-matrices  𝑇𝑘 , 𝑆𝑘  and 𝐷𝑘  to describe the 

coordinate system, the semantic space for a document 

collection. The derived concepts or topics of the document 

collection are depicted in 𝐷𝑘 , and the word distribution 

patterns in 𝑇𝑘. In spatial terms, the rows of the matrices 𝑇𝑘 and 

𝐷𝑘 are the coordinates of points representing the concepts and 

documents in reduced k dimensional space. The matrix 𝑆𝑘 is 

used to rescale the axes in order to be able to compare different 

objects to each other. Here we first of all calculate the concept 

by document relationship using the vector of the matrices 

𝐶𝐷𝐾  =  𝐷𝐾𝑆𝐾

1
2       (2) 

 

before we find the relationship between the concepts in the 

documents using the distance in their vector matrices  

𝐶𝐷𝐾 = 𝐷𝐾𝑆𝐾          (3) 
 

to calculate their cosine similarities. After such decomposition, 

we when straightforward to recompose and combine Concept 

Document DC matrix in other to compute a particular matrix 

M, that can identify the most related concept document with 

relevance to the user query. Here we have  

 

𝑀 = 𝐷𝐶𝑡  ∗  𝑇𝑘 ∗  𝑆𝑘
+ ∗  𝐷𝑘   (4) 

 

Where 𝑆𝑘
+ is the inverse of  𝑆𝑘. 

 

In the process of using LSA with the new conceptual query 

and document representation, the model pay much attention to 

representing conceptual information in clustered document. 
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Users would prefer to retrieve documents of interest without 

having to define the rules for their spoken queries.  From the 

successful construction of the concept by document matrixes, 

the next approach was to decompose these matrixes into subs 

using the standard value decomposition.  During this process 

the concept by document level of association that existed 

therein were established by applying the cosine functions. The 

cosine function for two vectors of a frequency matrix in 

standard vector space can only return values in the range [0; 

1], because in the traditional vector space model (VSM) all 

vectors lie within the positive quadrant. The values in any 

frequency matrix are always positive and a negative frequency 

count is not possible. A cosine of 0 for two vectors in standard 

vector space means that their distance is maximal which 

implies that they are maximally dissimilar. In contrast to VSM, 

values in a latent semantic analysis (LSA) matrix can be 

negative so the cosine of two vectors in a LSA space can have 

a value anywhere in the range of [-1; 1]. Thus we find more 

relationships between concepts in the document while LSA on 

concept based queries was able to retrieve documents that did 

not even share a single word with the query but were rather 

semantically related. In the next section, we documented the 

experiment conducted and the result obtained using the 

proposed methodology on sampled queries over a set of 

clustered documents.  
 
6. Experiments and Evaluation   
The experiment was conducted to reveal the cohesion rate, 

entropy rate, precision and recall rate in percentage increase 

by which the proposed technique outperforms existing 

approaches like keyword spotting and query expansion. The 

work examined 20 distinct spoken queries on a dataset of 3200 

clustered documents to also find the mean average precision, 

mean average recall, and mean average cohesion and entropy 

values for user speech data in correspondence to the 

represented document. In calculating the precision and recall 

rate for the user queries, we use the equations 5 and 6 as 

illustrated below: 

       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =   
𝑅𝑟𝑑

𝑅𝑑𝑟
         (5)    

           𝑅𝑒𝑐𝑎𝑙𝑙 𝑟𝑎𝑡𝑒 =   
𝑅𝑟𝑑

𝑅𝑒
            (6)   

While 𝑅𝑟𝑑  denotes the number of relevant retrieved 

document, 𝑅𝑑𝑟 denotes the number of retrieved document 

and connotes 𝑅𝑒 the number of relevant documents in the 

collection.  The figures below reflect the precision and 

recall rate of 20 different queries as presented in table 1 

Table 1: Precision and Recall Values for twenty user 

queries 

 

In calculating the cohesion and entropy rate using 

document clustered from table 1 queries, we applied the 

formula 

 

𝐸𝐽 = − ∑𝑃𝑖𝑗 log(𝑃𝑖𝑗)  (7) 

 

to perform the entropy test. The essence is to measure the 

quality of document with the caveat that the best entropy 

is obtained when each document contains exact relevant 

concept without or with minimal inner noise (irrelevant 

terms). For each document, the concept distribution of the 

query is calculated first, i.e., for document j we compute pij, 

the “probability” that a member of concept i belongs to 

document j. In computing the similarity between concepts, we 

define 

 

                         c =  
1

S
∑ dd∈S   (8) 

 

i.e the vector obtained by averaging the weights of the various 

terms that are present in a document d from the set of 

documents S. Figure 4 and 5 is used to further illustrate the 

obtained result.  

 

  
                Figure 4: Degree of Cohesion  
 

From figure 5, the degree of cohesion between concepts in 

potential retrievable documents is a similarity test to measures 

the level of meaningful association between concepts in 

documents. Based on information retrieval system condition,   
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Keyword spotting

Query Expansion

UFCNL

Queries Precision Value Recall Value 

 Keyword 

Spotting 

Query 

Expansion 

UFCNL Keyword 

Spotting 

Query 

Expansion 

UFCNL 

𝑄1 45.53 53.54 59.54 62.44 69.44 74.17 

𝑄2 43.88 54.28 60.46 60.68 68.51 72.45 

𝑄3 43.65 53.17 59.68 60.78 68.12 74.76 

𝑄4 45.83 53.34 60.74 60.74 69.23 75.62 

𝑄5 46.68 50.45 58.72 63.98 69.45 75.67 

𝑄6 46.81 51.26 58.16 61.72 70.52 76.75 

𝑄7 44.41 52.33 60.14 60.49 69.1 75.21 

𝑄8 46.55 52.41 59.24 59.14 70.34 76.43 

𝑄9 45.42 51.34 59.86 61.62 69.35 75.66 

𝑄10 45.46 50.88 61.88 62.85 69.62 75.39 

𝑄11 42.83 52.45 58.46 60.24 68.42 73.67 

𝑄12 44.42 53.34 58.92 61.66 68.41 74.77 

𝑄13 44.29 50.81 59.21 62.47 69.43 74.82 

𝑄14 43.67 50.79 58.44 60.25 69.72 73.65 

𝑄15 44.01 52.45 59.23 61.44 68.25 73.82 

𝑄16 43.84 53.14 58.76 61.37 68.49 74.25 

𝑄17 45.56 52.67 58.46 62.74 69.33 75.33 

𝑄18 46.02 53.37 59.23 60.01 68.36 74.91 

𝑄19 46.44 52.6 59.76 60.23 68.78 74.83 

𝑄20 42.78 51.46 58.48 61.97 69.24 74.87 
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the minimal the number of terms in a document, the lower the 

tendency for query drift and the higher the cohesive force 

between terms in such documents. While considering 

keyword spotting, query expansion and the proposed UFCNL, 

the degree of cohesion in the three technique trend is 

proportional to the size of document, however, UFCNL 

achieved a higher degree of cohesion between concepts in 

documents when compared to the other two approaches at all 

levels. 

 
  Figure 5: Entropy value 
 
In figure 6, we presented the entropy result from user query 

using the clustered dataset. Since, a document with a higher 

number of concept tends to also have a higher level of inner 

noise (irrelevant terms) when compared to documents will 

fewer number of concepts. Over the range of document sizes 

clustered from user’s queries, minimal entropy value was 

obtained for the proposed UFCNL when compared to query 

expansion alongside keyword spotting.  

In addition, from table 1, we evaluated the mean average recall 

(MAR) value and mean average precision (MAP) value.  The 

MAR tested for the average fraction of relevant documents 

that are retrieved by the system out of the entire document 

collection, while the MAP tested for average fraction of 

documents retrieved by the system that are relevant. In the 

precision test, the proposed technique outperformed query 

expansion and keyword spotting algorithms by 7% and 14.5% 

respectively.  While evaluating the recall values, UFCNL 

engendered 5.8% relevant document when compared to query 

expansion and 13.5% when compared to keyword spotting 

algorithm.  In like manner, we also tested for the mean average 

degree of cohesion that existed in potential retrievable 

document clustered by the user query alongside the mean 

average entropy ratio. The cohesive test is necessary to 

evaluate the degree to which concepts are related in a set of 

clustered documents as compared to the traditional keyword 

spotting approach, the query expansion technique. By using a 

threshold value of 0.5, the degree of relationship between 

clustered words in UFCL approach is 23.5% and 30.2% better 

to query expansion and keyword spotting approach respective.  

The inner noise value is also minimal with the new technique 

as compared with the existing solutions. Here, keyword 

spotting and query expansion are 24.8% and 8.2% higher than 

the new technique. From all findings in this experiment, the 

obtained results indicates that the proposed technique for 

voice information retrieval system for document  outperforms 

the existing keyword spotting and Query expansion technique 

in all experiment conducted. This approach in no doubt has 

helped to enhance the retrieval of relevant document from the 

data corpus based on the users query in voice information 

retrieval system for documents. The above data are present in 

table 2 below.  

 

Table 2: Summarized Experiment and Result 

 
Approach MAP 

(%) 

MAR 

(%) 

MAC 

(%) 

MAE 

(%) 

Keywords 

spotting 

44.91 61.34 54.42 75.65 

Query 

Expansion 

52.30 69. 10 61.22 67.01 

UFCNL 59.37 74.85 84.6 50.823 

 

 

7. Conclusion 
The need to retrieving relevant document based on users’ 

speech queries was the main given contribution of this 

research. At first, establishing conceptual knowledge of the 

user’s query on recognition after reviewing the semantic 

structure of the database, and later evaluating the impact of the 

former on the latter was the initial concern. The essence is 

channeled towards modeling the information seekers subject, 

order than just selecting the presented keywords for document 

search. Thus, the model can intelligently learn and extract 

concept from the user’s search query to further provide 

relevant search results for each differentiated end-users from 

the inferred user query concept. Beyond this, is the process of 

using Latent Sematic Analysis with the newly generated 

concept to build semantic similarities in potential retrievable 

documents with the view to spam documents with a higher 

level of cohesion and lower entropy rate. No doubt this 

process has outperformed the existing methods of spoken text 

detection and query expansion approach for relevant 

document retrieval in voice information retrieval system for 

document.  
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