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Abstract: Extensive use of qualitative features for describing

categorical data leads to high dimensional scenario in which

outlier detection turns out to be a challenging task due to data

sparseness. The curse of dimensionality has been well addressed

in the case of numerical data by developing various feature se-

lection methods, whereas the categorical data scenario is ac-

tively being explored. As the outlier detection problem is gener-

ally known to be unsupervised in nature due to lack of knowl-

edge about various types of outliers, a novel unsupervised fea-

ture selection method is proposed in this paper for effective

detection of outliers in categorical data. The proposed algo-

rithm establishes the relevance and the redundancy of a feature

through the entropy and the mutual information computation.

By measuring the inherent redundancy of the features describ-

ing a data set, a threshold is applied on the allowed maximum

redundancy of a candidate feature with already selected sub-

set of features. This way of selecting features among the rele-

vant ones results in a feature subset with less redundancy. The

performance of the proposed algorithm in comparison with the

information gain based feature selection shows its effectiveness

for outlier detection. The efficacy of the proposed algorithm

is demonstrated on various high-dimensional benchmark data

sets employing two existing outlier detection methods.

keywords: Data Mining, Outlier detection, Categorical data,

Entropy, Mutual information

I. Introduction

The problem of outlier detection has been receiving a lot

of attention in recent years due to its significance in deal-

ing with various real life problems like fraud detection,

anomaly detection, etc [1, 2, 3, 4]. A detailed discussion

on various algorithmic issues involved in developing effi-

cient data mining techniques for outlier detection has been

brought out in [5]. While there exist many established

methods [1, 2, 6, 7, 8, 9, 10] for detecting outliers in nu-

merical data, there are only few methods like [11, 12, 13]

that can process the data represented using categorical fea-

tures/attributes. The problem of outlier detection in categori-

cal data has been evolving, as evident from some recent pub-

lications [14, 15, 16] by various research groups.

The data pertaining to some of the application domains like

market-basket analysis, biological data analysis tend to be

very high dimensional in nature. Such data are typically de-

scribed by a number of categorical features requiring meth-

ods that can scale well with the dimensionality. Data sparse-

ness in high dimensional representation also makes the task

of outlier detection more challenging. One can develop op-

timal algorithms for outlier detection by looking for outliers

in sub-spaces of the data [17]. With increasing number of

attributes (m) describing the data, one observes an exponen-

tial number (2m − 1) of possible subspaces [8], making it

practically an impossible task. In this context, identifying

a useful sub-set of features aimed at outlier detection gains

significance due to the presence of noisy and irrelevant fea-

tures that degrade the performance of the detection process.

As outlier detection is a well known class imbalanced prob-

lem with majority of the data objects belonging to the normal

class and only a few objects being outliers, it turns out to be

a more complex task. In such situations, it was suggested

that resorting to feature selection is a necessary course of ac-

tion [18]. In other such observation on highly imbalanced

text classification problems, it was advocated that feature se-

lection alone can combat the class imbalance problem [19].

A computational method based on random projection tech-

nique was proposed [20] recently, for outlier detection in

high dimensional data. The objective of this method is

to preserve the distances from various data objects to their

k-nearest neighbors while projecting to a low-dimensional

ISSN 2160-2174 Volume 1 (2013) pp. 23-32

Dynamic Publishers, Inc., USA



space. Another approach for dealing with high-dimensional

spaces applies eigenspace regularization on the training set

in order to extract a relevant set of features for outlier detec-

tion [21]. More recently, a novel feature selection method

applying a non-linear transformation in a feature-wise man-

ner using kernel-based independence measures has been pre-

sented in [22]. Similarly, there are the other recent publi-

cations [9, 7, 8, 23] for detecting outliers based on the sub-

space clustering concepts. However, most of these methods

are suitable primarily for numerical data.

A wrapper-based feature selection method was proposed

in [24] for building classification models on binary class

imbalanced data. Subsequently, a comparison of the meth-

ods developed for imbalanced data classification problems

employing various features selection metrics was presented

in [25]. Similarly, an approach employing feature bagging

technique was proposed [26] by combining the results ob-

tained from multiple instances of the outlier detection algo-

rithm applied using different sub-sets of the features set. Ap-

plying the information theory principles, various mutual in-

formation based techniques have been proposed for feature

selection [27, 28, 29] in the recent days. However, all these

methods are applicable mainly for supervised learning prob-

lems. The Laplacian score-based method proposed in [30]

and the feature similarity based method presented in [31] per-

form feature subset selection in unsupervised manner. Simi-

larly, a novel feature selection method was proposed recently

for dealing with the problems having multi-cluster data [32].

Though these methods can be employed for unsupervised

learning tasks, their computation deals with only numerical

data and their performance on class imbalanced data needs

to be explored.

As brought out in [3], outlier detection is generally con-

sidered as an unsupervised learning problem due to lack of

prior knowledge about the nature of various outlier objects.

Moreover, unlabeled data is available in abundance, while

obtaining labeled data is expensive in most of the applica-

tions. This motivates the need to develop an efficient unsu-

pervised method for selecting features of relevance for out-

lier detection in categorical data. It is in this context, we pro-

pose a novel unsupervised feature selection algorithm em-

ploying mutual information measure for characterizing the

redundancy among various features. This is basically a fil-

tering technique that establishes the utility of a categorical

feature in accomplishing the outlier detection task through

feature-wise entropy computation. Features thus selected are

expected to highlight the deviations characterizing the out-

liers with minimum redundancy among them. It is important

to note that wrapper methods cannot be considered in the

context of outlier detection due to the unsupervised learning

requirement envisaged above. The experimental results fur-

nished in [33] indicate the technical merit of the proposed

method. Further theoretical discussion and additional exper-

imental results on the proposed method are included in this

paper for strengthening the claims regarding this method.

The rest of this paper is organized in four sections. Section II

provides a quick view of the basics of the information theory

with emphasis on the mutual information measure for feature

selection. The subsequent section covers some mathemat-

ical preliminaries and the proposed feature selection algo-

rithm along with some of its important properties, followed

by Section IV giving various details of the experimental eval-

uation of the proposed algorithm such as the feature selec-

tion process and its impact on the outlier detection perfor-

mance on various benchmark data sets. This section also

includes a comparative study of the performance of the pro-

posed method with that of an established supervised feature

selection method. Finally, Section V concludes this paper

with some discussion and directions for further work.

II. Related Work

According to the information theory, entropy measures the

uncertainty associated with a random variable. The entropy

H(x) of a discrete random variable x is given by

H(x) = −
∑

j

p(xj) log(p(xj)) (1)

where p(x) is the marginal probability of x. Similarly, Mu-

tual Information (MI) corresponds to the interdependence be-

tween two random variables x and y, defined as

I(x, y) = H(x) +H(y)−H(x, y)

For any two discrete random variables x and y, the MI value

can be computed as

I(x, y) =
∑

i

∑

j

p(xi, yj)log
p(xi, yj)

p(xi)p(yj)
(2)

where the joint probability distribution p(x, y) and the

marginal probability distributions p(x), p(y) are determined

by counting method.

A. Feature Selection using Mutual Information

Feature selection is the process of identifying a subset of the

given features according to some criteria for removing irrel-

evant, redundant or noisy features. This has been an active

research problem in data mining as it speeds up the learning

process through dimensionality reduction and improves the

learning accuracy by removing the noisy features.

Applying MI as a measure of relevance and redundancy

among features for feature selection was initially proposed

in [34]. As computing the joint MI between a multi-

dimensional feature vector ({fi, fj}) and the class variable

(C) is impractical, only I(C; fi) and I(fi; fj) are computed.

According to this method, MI measures the information con-

tent of a given feature with regard to the learning task at hand.

Subsequently, various MI-based methods for feature selec-

tion have been proposed in the recent past for accomplishing

various learning tasks. The minimal-redundancy-maximal-

relevance (mRMR) criterion-based method proposed in [27]

performs feature selection in an incremental manner by se-

lecting one feature at a time. Having selected a set Sk−1 of

(k − 1) features, the one that maximizes the following ex-

pression is selected next as the kth one.

G = [I(fi;C)−
1

k − 1

∑

fs∈Sk−1

I(fi; fs)] (3)

In the subsequent efforts, an improved method named Nor-

malized Mutual Information Feature Selection (NMIFS) was
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proposed in [28]. Based on the observation that the mutual

information between two random variables is bounded above

by the minimum of their entropy values, the NMIFS method

makes use of the normalized MI value computed as

NMI(fi, fj) =
I(fi, fj)

min{H(fi), H(fj)}
(4)

The normalization compensates for the MI bias toward mul-

tivalued features, and restricts its values to the range [0,1].

Accordingly, the selection criterion utilizes the average nor-

malized MI between the candidate feature and the set of al-

ready selected features.

Referring to the details in [35, 28], MI has two distinguish-

ing properties in comparison to other dependency measures:

(i) the capacity of measuring any kind of relationship be-

tween two random variables and (ii) its invariance under

space transformations, which are invertible and differentiable

such as translations, rotations, and any transformation that

preserves the order of the original elements of the variables.

Thus, MI turns out to be an attractive option for feature se-

lection, as each feature is considered to be a random variable.

As the mRMR method takes the difference of the relevance

term and the redundancy term (Equation 3), it may so hap-

pen that a redundant feature having relatively large relevance

gets selected as one of the top features. Though imposing

a greater penalty on the redundancy term would lessen this

problem, it cannot be avoided completely. An alternative ap-

proach is to examine the relevance and the redundancy of a

feature independently and establish its utility for the learning

task at hand. This is the philosophy followed in the novel

feature selection method proposed in this paper for accom-

plishing outlier detection.

III. An Unsupervised Feature Selection

Scheme

Based on the theoretical foundations outlined above, we pro-

pose a novel unsupervised feature selection method leading

to efficient outlier detection in high dimensional categori-

cal data. Let the input to the proposed algorithm be an m-

dimensional data set D consisting of n data objects with the

descriptive features F = {f1, f2, ..., fm}. The objective is

to determine a suitable feature subset Fs ⊂ F with as low

redundancy as possible among the selected features, so as

to detect the outliers present in the input data in an efficient

manner. Accordingly, the outlier detection method employed

here consists of two major tasks as shown in Figure 1.

Outliers
Outlier

Detection

MI−based
Feature

Selection

High−dim
Data

Figure. 1: Outlier detection through feature selection

The first task is to apply the proposed feature selection algo-

rithm on the input data to determine a relevant subset of fea-

tures Fs. As a result of feature selection, a low-dimensional

version of the input data is produced, by keeping the values

of the objects corresponding to the selected features. The

next task is to apply a suitable outlier detection algorithm on

this low-dimensional data for establishing the utility of the

selected subset of features.

Two existing methods namely, the AVF method [11] and the

Greedy method [12] have been considered here for outlier

detection. The AVF method computes the frequency score of

an object xi as

AV FScore(xi) =
1

m

m∑

j=1

Freq(xij)

where Freq(xij) is the number of times the jth at-

tribute/feature value of the object xi appears in the data set.

A lower score means that the object is more likely an outlier.

Similarly, the Greedy algorithm proposed in [12] works

based on the computation of the entropy of a data set given

by

E(X) = E(X1) + E(X2) + E(X3) + · · ·+ E(Xm)

where E(Xi) indicates the entropy value computed over the

data set D corresponding to the feature fi. According to this

algorithm, a data object with maximum contribution to the

entropy value gets labeled as the first outlier. It goes on iden-

tifying the outliers in successive iterations. In practice, any

other outlier detection method working with categorical val-

ues can be employed here.

A. Mathematical Preliminaries

For the purpose of describing the proposed feature selection

algorithm, we first introduce some mathematical notation uti-

lized in this work.

Definition 1 The redundancy of a feature fi w.r.t. another

feature fj , denoted as R(fi, fj), is the normalized mutual

information (NMI) between these two features given as

R(fi, fj) = NMI(fi, fj) (5)

Definition 2 The average redundancy of a feature fi w.r.t. a

set of features F , denoted as AR(fi, F ), is defined to be the

average of the pair-wise redundancy values of fi w.r.t. each

feature fj ∈ F as

AR(fi, F ) =
1

|F |

∑

∀fj∈F

R(fi, fj) (6)

Definition 3 The average redundancy of a set of features F ,

denoted as ALL AR(F ), is defined to be the average of the

average redundancy values of every feature fi ∈ F w.r.t. to

the subset F − {fi} as

ALL AR(F ) =
1

|F |

∑

∀fi∈F

AR(fi, F − {fi}) (7)

B. Proposed Algorithm for Feature Selection

Given the input data with m categorical features, the first

step is to determine the feature-wise entropy values. A fea-

ture selection algorithm which produces a feature subset with

less redundancy among the selected features is preferable.

Accordingly, the proposed algorithm is designed to identify

a subset of less redundant features by applying a threshold
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value (thresh) for the allowed maximum redundancy among

the selected features. Hence, determining a suitable value for

this parameter in turn determines the qualifying features. The

average redundancy value over all the features can be consid-

ered as a reasonable indicator of the intrinsic characteristic

of the data and thus can be used as a reference value for the

threshold selection. Accordingly, the next step in this pro-

cess is to compute the average redundancy among the given

set F of m features.

As mentioned in the previous section, the novel algorithm

being proposed here is designed to deal with the relevance

check and the redundancy evaluation of a feature indepen-

dently. Accordingly, establishing the relevance of a feature

for outlier detection is considered as the priority task over

redundancy evaluation. Thus, we first arrange the set of fea-

tures in non-decreasing order of their entropy values and des-

ignate the sorted list as F ′. The rationale behind this process

is that a feature contributing more to the detection of outliers

(relevance) tends to have less entropy value (more skewed

distribution of the values that it takes) as opposed to a fea-

ture primarily characterizing the normal objects. Though a

similar situation may arise when the data set is having an at-

tribute value with lower count without having any outliers, it

doesn’t occur naturally.

Having addressed the relevance aspect, the next task is to

perform redundancy evaluation of a feature appearing in the

relevance based ranked list. Following the heuristic defined

for characterizing the relevance of a feature, features in the

sorted list are considered one-by-one starting from the most

relevant one, and the average redundancy value of each such

feature f ′
i ∈ F ′ with respect to the selected subset Fs at

that stage is determined using Equation 6. If this redundancy

value happens to be less than the predefined threshold value,

then that particular feature is included in the selected sub-

set. Thus, the feature selection process progresses in an in-

cremental manner till all the features in the sorted list F ′ are

exhausted. The computational steps involved in the proposed

feature selection procedure are listed in Algorithm 1.

C. Analysis of the Proposed Algorithm

Depending on the value set for the parameter thresh, the al-

lowed maximum redundancy among the selected features, a

subset Fs of k features (where k < m) can be selected as per

the computational steps listed in Algorithm 1. Based on the

application requirement, a suitable value for this parameter

can be determined resulting in a required number of selected

features.

To simplify the analysis, we assume that every fea-

ture/attribute has a constant number of distinct values. Then,

the marginal probability values can be computed with a sin-

gle scan of the input data in O(nm) computations employing

hash tables. Similarly, the feature pair-wise joint probability

values can also be computed. Then, the entropy and mutual

information values can be determined using these probabil-

ity values. All the remaining steps in the proposed algorithm

can be carried out without further reading of the input data.

Thus, the time complexity of the proposed algorithm turns

out to be linear in terms of n, making it suitable for feature

selection in large data sets.

Corollary 1 The average redundancy of a feature subset Fs

Algorithm 1 A novel algorithm for unsupervised feature se-

lection using Mutual Information (MI).

Input: A data set D with n objects and m descriptive

attributes F = {f1, f2, ..., fm}.
Output: Selected subset of features Fs ⊂
F .

1: Compute entropy H(fi) of each feature fi ∈ F as given

in Equation 1.

2: Compute the average redundancy ALL AR(F ) as de-

fined using Equation 7.

3: Set thresh← ALL AR(F ).
4: Obtain the sorted sequence F ′ = {f ′

1
, f ′

2
, ..., f ′

m} in as-

cending order of the entropy values.

5: Initialize Fs ← {f
′
1
}, i← 2

6: while i ≤ m do

7: if H(f ′
i) 6= 0 then

8: Compute AR(f ′
i , Fs) using Equation 6.

9: if AR(f ′
i , Fs) ≤ thresh then

10: Fs ← Fs ∪ {f
′
i}

11: end if

12: end if

13: end while

obtained using the steps in Algorithm 1, will be at most the

value set for the threshold parameter.

The Corollary 1 holds true as each selected feature in Fs has

its average redundancy within the threshold value and the av-

erage of such values again turns out to be within the threshold

value.

The following are some note worthy properties of the pro-

posed feature selection algorithm:

• Decoupling relevance from redundancy: Unlike some

existing algorithms, the relevance check and the redun-

dancy evaluation of a candidate feature are carried out

independently.

• Relevance takes priority over redundancy: Determining

the relevance of a feature is attempted before evaluating

its redundancy with emphasis on the intended learning

task.

• Deterministic relevance/redundancy computation: Un-

like the situation in the case of continuous valued fea-

tures, mutual information computation on discrete fea-

tures doesn’t require any density estimation. To that ex-

tent, the computations involved here are deterministic

and repeatable in nature.

IV. Experimental Evaluation

As brought in the proposed scheme shown in Figure 1, an

experimental evaluation is carried out to demonstrate the ef-

ficacy of the proposed algorithm for feature selection and its

impact on outlier detection performed on the resultant low

dimensional representation of the data.

A. Details of the Benchmark Data Sets

The proposed method has been evaluated on some real life

data sets taken from the UCI ML Repository [36]. As the
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objective is to establish the usefulness of the proposed un-

supervised feature selection algorithm for outlier detection,

data sets with reasonably high dimensionality are better can-

didates for consideration. Accordingly, six categorical data

sets haven been chosen for this experimentation as described

in Table 1.

Data Set Name # Features # Objects # Classes

Mushroom 22 8124 2

Chess (KR/KP) 36 3196 2

Splice-Junction 61 3190 3

Lymphography 18 148 4

Promoters Genes 58 106 2

SPECT Heart 22 80 2

Table 1: Details of the benchmark data sets

As per the standard practice in this field, objects with miss-

ing feature values have been eliminated. Corresponding to

each one of the data sets, the minority (least sized) class ob-

jects were designated as outliers and all the remaining ob-

jects as normal ones, as shown in Table 2. Though these des-

ignated outliers are not outliers in real sense, they are con-

sidered so for validating the proposed method. To induce

class imbalance in the data, only a subset (every 5th object)

of the designated outlier class objects have been considered

across all data sets. Lymphography data is the only excep-

tion to this object subset selection as this data set has only

six objects corresponding to the designated outlier class(es).

In case of Promoters genes data and Splice-Junction data, the

instance name field (second column) has been removed in

pre-processing, resulting in 57 and 60 features respectively.

As the proposed algorithm works in unsupervised learning

mode, it doesn’t require labeled data. However, class labels

are used to measure its performance in detecting outliers.

B. Feature Selection Results

According to the proposed scheme, feature selection has

been performed as the first task by applying the proposed

unsupervised algorithm on various benchmark data sets con-

sidered in this experimentation.

Figure 2 shows the ranked sequence of features in ascending

order of their relevance ranks, with the most relevant feature

being the first ranked feature. Each feature in this ranked se-

quence is examined for its possible inclusion in the selected

set of features as per the redundancy criterion defined in the

proposed algorithm. All such selected features in the ranked

sequence are marked with a ‘*’ symbol on the corresponding

impulse representation. It is important to note that corre-

sponding to two data sets shown in Figure 2(a) and (b), the

most relevant feature was not selected as its relevance (en-

tropy) value was found to be ‘0’, though it appeared first in

Data Set Normal # Normal Outlier # Outlier

Name Class Objects Class Objects

Mushroom e 4208 p 783

Chess (KR/KP) won 1669 nowin 305

Splice-Junction EI,IE 1535 N 331

Lymphography 2,3 142 1,4 6

Promoters Genes + 53 - 10

SPECT Heart 0 40 1 8

Table 2: Details of normal and outlier objects

the ascending rank sequence of features in both the cases.

Looking at the feature/attribute values of those two data sets,

it was found that this particular feature was having a sin-

gle value through out the data set resulting in ‘0’ entropy

value. Such a feature is anyway not a good candidate for

the discrimination of outliers from the normal objects, hence

dropped by the feature selection algorithm.

As mentioned in the previous section, a threshold value

(thresh) on the allowed maximum redundancy among the

selected set of features determines the suitability of a feature

for selection. Accordingly, the details on the average redun-

dancy values and the chosen threshold values corresponding

to the benchmark data sets are furnished in Table 3 for a bet-

ter understanding.

Data Set # Features Average Red. # Features

Name (original) Red. Thresh. (selected)

Mushroom 22 0.236 0.236 13

Chess (KR/KP) 36 0.072 0.03 16

Splice-Junction 60 0.01 0.008 24

Lymphography 18 0.087 0.1 12

Promoters Genes 58 0.072 0.09 41

SPECT Heart 22 0.103 0.1 6

Table 3: Redundancy threshold values set

C. Outlier Detection Results

After performing feature selection on each one of the above

considered data sets, the resultant low dimensional data sets

were subjected to outlier detection using the AVF method and

the Greedy method discussed in the previous section. For the

purpose of comparing with the performance of the proposed

algorithm, the information gain (IG) based feature selection

method has been considered here, as it is shown to be one

of the best performing methods for feature selection in class

imbalanced problems [25] like outlier detection. Since the

IG-based selection is performed in supervised setting, it is

considered as the baseline method in this evaluation. Ac-

cordingly, outlier detection was carried out on the low di-

mensional data sets obtained using the IG-based selection as

well, along with the proposed unsupervised method.

As pointed out in [3], there exists a trade off between the

detection rate and detection accuracy in the context of out-

lier detection due to class imbalance. Following the general

practice in such application contexts, we report the perfor-

mance of the proposed method using the ROC curves [37].

Accordingly, the true positive rate (TPR) values have been

determined with increasing false positive rate (FPR) values

on every data set. The ROC curves thus generated applying

the AVF method on the low dimensional data (obtained using

the proposed and the baseline methods using the same num-

ber of selected features) as well as on the original data have

been furnished in Figure 3 for a quick comparison. Simi-

larly, Figure 4 depicts the outlier detection results obtained

employing the Greedy method. In both the cases, the effec-

tiveness of the proposed feature selection algorithm is evi-

dent from the superior or comparable performance obtained

here with the reduced set of features vis-a-via the full set.
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(a) Mushroom Data (b) Chess (KR/KP) Data (c) Splice-Junction Data
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(d) Lymphography Data (e) Promoters Genes Data (f) SPECT Heart Data

Figure. 2: Ranked sequence of features according to their relevance with their selection status

(a) Mushroom Data (b) Chess (KR/KP) Data (c) Splice-Junction Data

(d) Lymphography Data (e) Promoters Genes Data (f) SPECT Heart Data

Figure. 3: Effect of feature selection on outlier detection performance (using the AVF method)
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(a) Mushroom Data (b) Chess (KR/KP) Data (c) Splice-Junction Data

(d) Lymphography Data (e) Promoters Genes Data (f) SPECT Heart Data

Figure. 4: Effect of feature selection on outlier detection performance (using the Greedy method)

D. Effect of Number of Features Selected

An issue of interest in this experimentation is to understand

the effect of the number of features selected on the perfor-

mance of the outlier detection process. To study this ef-

fect, we considered a micro array gene expression data set,

namely the Lung cancer data, which is of high dimensional-

ity (> 100 features). This data was discretized (as 3-states)

and provided by [27] after pre-processing. It consists of 73

data objects belonging to 7 different classes described us-

ing 325 attributes. Similar to the process described above,

data objects corresponding to two high sized classes (classes

7 and 4) were designated as normal objects and the objects

belonging to one small sized class (class 3) as outliers. The

effectiveness of the proposed feature selection algorithm on

this data set is shown in Figure 5. Further experimentation

has been carried out by varying the redundancy threshold pa-

rameter of the proposed algorithm. The detection accuracies

corresponding to various cardinalities of the selected feature

sub-sets are shown in Figure 6. Referring to this figure, it is

quite clear that more number of outliers were detected corre-

sponding to feature subset cardinalities between 40 and 250

than with the original feature set of 325 and the known high-

est was obtained with 41 features suggesting that a suitable

low-dimensional representation can yield improved outlier

detection performance.

V. Conclusion and Future Work

A novel feature selection algorithm has been proposed here

for effective detection of outliers in high dimensional cat-

egorical data. The proposed unsupervised algorithm is de-

signed to evaluate the relevance and the redundancy of a fea-

Figure. 5: Performance on Lung cancer data (using AVF

method)

ture independently. It first computes the entropy of a feature

for assessing its relevance for outlier detection and then each

relevant feature is evaluated for its redundancy with the fea-

tures in the already selected subset. By characterizing the

redundancy among the features through the mutual informa-

tion computation, the proposed algorithm results in a selected

subset of features with less redundancy. This algorithm has

been experimentally evaluated on various benchmark cate-

gorical data sets employing two existing methods for outlier

detection. As evident from the results obtained in this eval-

uation, the proposed algorithm has resulted in an efficient

selection of features, leading to comparable outlier detection

performance with that of the information gain-based super-

vised feature selection method.

Further work in this direction could be on employing more
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Figure. 6: Effect of number of features selected

useful measures of feature redundancy for outlier detection

specific to a given application. As brought out in [28], the

performance of the NMIFS method degrades in problems

where group of features are relevant but not the individual

features composing the group. Accordingly, the suitability

of the hybrid filter/wrapper method proposed in [28] needs

to be explored for dealing with the outlier detection prob-

lem. It is important to note that the algorithm proposed in

this paper is only meant for use in connection with the out-

lier detection problem, but not for using as a generic feature

selection method in other machine learning applications.
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