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Abstract: The rapid increase in insecurity orchestrated by the illegal possession and usage of weapons (knives, rifles, 

handguns, amongst others) has led to a wider deployment of surveillance cameras for real-time video monitoring. 

However, the small size of these weapons, distance from the surveillance camera and atmospheric conditions have 

made it impossible for easier identification of the weapon or the crime perpetrators. Interestingly, several research 

have deployed computer vision through closed-circuit television cameras monitoring and tracking of weapons. 

Nevertheless, the need to improve detection accuracy, and lowering false alarm rates has remained a bottleneck. This 

paper addressed some of the inherent issues using a selective tile processing strategy that uses an attention 

mechanism. The image tiling technique was adopted as weapon images are smaller in size when compared to the 

entire image and down-sampling the images to a lower resolution will either reduce the features of the small weapon 

or make it invisible to be detected. Hence, the high-definition images from the surveillance camera in the public 

Mock Attack dataset were automatically splited into their respective tile images using their respective size ratio to 

the input of the modified capsule network. The capsule network was adopted for detecting and classification of the 

system owing to speed in prediction, lower data requirement, ease in pose recognition, texture, and image 

deformation. An average accuracy, precision, recall, and F1-score of 99.43%, 98.14%, 98.77%, and 98.45% 

respectively was achieved.  
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1. Introduction 
Insurgency, terrorism, robbery, and diverse crimes have dominated global discussions owing to the 

disruption of peace and harmony. Nigeria like most countries is not left out as kidnapping, armed robbery, 
cattle rustling, amongst others is threatening the peace and tranquility of the citizens. These insecurities 
create panic for the citizens as well as scare investors from investing. Therefore, security plays a critical 
role in any country’s development as well as revenue generation. Hence security is paramount in human 
life as economic, social, and political achievements are dependent on it [1]. The ravaging insecurities 
have been perpetuated using weapons. Since the usage of unlicensed weapons [2] is prohibited by several 
countries just as in Nigeria, surveillance cameras and concealed weapon detection are majorly used for 
detecting these weapons. The surveillance system [3] approach involved using closed-circuit television 
(CCTV) surveillancep cameras to monitor strategic locations [4] that will capture any human carrying 
any weapon [5]. The CCTV systems are special recording systems that are mainly used for security 
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purposes.  The concealed weapon detection approach uses image sensor technology like infrared/thermal, 
x-ray, and millimeter waves to expose any item on the body [6]. Hence, concealed weapon body detectors 
are body scanners developed based on radar imaging technology. These body scanners like the ones 
deployed in airports, require the person to take a predefined pose and a stationary position while being 
scanned. Thus, it is slow and time-consuming with lower output. Therefore, not suitable for crowded 
places like shopping malls, and railway stations that require fast scanning [7]. It is therefore pivotal for 
concealed weapon detection to process the images in real time with higher accuracy. Since these crowded 
locations are predominantly crowded walking people, the hidden weapons are likely to be beneath the 
legs or arms to reduce detection. Therefore, mitigating these challenges requires fast scanning at a high 
frame rate while considering the various poses of the walking person. Hence a real-time scan rate of 20 
fps minimum will overcome these challenges. Since carrying unlicensed weapons is prohibited, the need 
for evidence in the judicial system has led to the wider adoption of CCTV surveillance systems owing to 
their video records of scenes [8]. This evidence is crucial to ease the identification of the offenders, the 
nature of the crime, arrest, and prosecution. Nonetheless, useful evidence relies on the quality of the 
video quality as the captured images require high resolution to avoid wrong identification of criminals, 
and vehicles' licensed plate numbers, amongst others. Thus, CCTV cameras are important security needs 
to address security issues. While the existing CCTV system can remotely report any intruder or detected 
objects over the network, the need to further evaluate if the intruder is a security threat becomes necessary. 

Interestingly, artificial intelligence technology can be utilized to detect suspicious activities through 
the surveillance system, like detecting weapons, movement pose, and route tracking amongst others [9]. 
Tracking a suspect with a weapon and monitoring the behaviour will ease the risk of clamping down on 
the suspect without causing much havoc to others in the scenario. Therefore, such monitoring systems 
are useful to the police, immigration, and customs officers among others as anomaly behaviours are 
reported in real-time for immediate action. Nevertheless, detecting any weapon from CCTV footage is 
tasking as images may be far away and the weapons are not visible [10]. It becomes more challenging if 
the weapons are smaller. Hence, a good preprocessing technique is crucial in enhancing the object 
detection model’s efficiency. This paper adopted the mock attack and synthetic dataset [11] as the dataset 
characteristics conform with the paper's research interest. The dataset comprises of digital images [12] 
knives, short rifles, and handguns of varying sizes with fully or partially concealed weapons owing to 
the distance of the weapon from the CCTV cameras. The mock dataset was captured using three 
surveillance cameras (Cam1, Cam5, and Cam7 with 607, 3,511, and 1,031 frames respectively) with a 
total of 5,149 pictures with 1,920 × 1,080 as dimensions. Since the weapons in the images are small in 
size, down-sampling the images to a lower resolution which is a common practice in the conventional 
neural network will either reduce the features of the small weapon or make it invisible to be detected. 
Hence this paper proposes breaking down the weapon images into smaller tiles [13] that conform to the 
input of the deep learning network. No doubt that the convolutional neural network and its various 
modified forms have shown excellent performance in image detection and classification. Nevertheless, 
the larger data requirement during training, and failure to recognize the pose, deformation, and texture 
of an image has led to a wider adoption of capsule networks.  The capsule network has shown an excellent 
performance in pose image detection with the added advantage of having the fastest prediction rate 
compared to other deep learning approaches [14]. Capsule network varies from CNN as it uses vectors 
instead of scalar, generates dynamic routing algorithms, adopts transformation process, adopts marginal 
loss in place of cross entropy, uses a squash function, and it embed regularization as extra loss function 
[15]. Therefore, this paper utilized the equivariance property of the capsule network for the effective 
detection and classification of knives, handguns, and short riffles. This paper's contributions are as 
highlighted: 

 Improved the small-size weapon image in the surveillance image using a separate tiling processing 
strategy based on attention and memory mechanism.  

 Modified the capsule network model to resolve the pose, occluded, and affine transformation 
issues inherent in CNN. 

 Automated the resizing of surveillance images into their respective tiles-images size to suit the 
Capsule network input. 

2. Literature Review 
No doubt that the CCTV surveillance system finds application in diverse areas like pedestrian analysis, 

traffic systems, transportation services, and intruder detection, amongst others. The CCTV cameras are 
majorly installed by focusing the camera on the region of interest that needs monitoring. The need to 
improve the existing security surveillance system using deep learning methods has attracted diverse 
researchers. The traffic flow of vehicles has been predicted using deep learning in [16]. Furthermore, the 
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CCTV system has been deployed for human activities [17], pedestrian behavior, and pedestrian detection 
[18] for risk-threatening population and accident prevention. Weapon detection and the associated risk 
prevention are crucial to safeguard the lives of pedestrians and others.  

Carrobles et al. [19] proposed an efficient weapon detection using the CCTV camera. A Faster 
Region-based Convolutional Neural Network (Faster R-CNN) technology was developed to detect 
knives and guns. The system was trained using the public weapon dataset which has varying sizes of 
weapon object images. Similarly, González et al. [20] implemented a real-time gun detection using the 
CCTV cameras. A synthetic dataset was adopted to train the model. To solve the issues of obscured 
weapon images created by the distance between the CCTV camera and the distance of the arm bearer, 
image tiling was employed.  Image tiling is effective in tiny object identification. However, the frequent 
practice of down-sampling images during training must be avoided once the image is tiled. In image 
tiling, overlapping tiles are adopted to split the image into smaller images [13]. The lower-quality image 
is cropped from the source image using the overlapping tiles. Every tile is a representation of a new 
picture where the ground truth is obtained irrespective of the size of the object. 

To ensure lower computation, neural networks usually adopt smaller picture sizes. Thereby affecting 
the microscopic object recognition. Hence, tiling enhances the performance of the CNN detection 
performance when compared to CNNs that scale and analyze a single image. Huang et al. [21] unveiled 
that stride convolutions and zero paddings result in forecasting heterogeneity within the tile border. Ozge 
Unel et al. [22] enhanced smaller object detection using an overlapping tile to achieve a higher precision.  
The tiling technique is most suitable for smaller items as well as medium-sized items. Daye [23] 
discussed feeding individual patches created from the non-overlapping and overlapping of decomposed 
tiled images into the network instead of reducing the image size. Nonetheless, inference time as well as 
post-processing overhead are increased due to merging and refined prediction.  

Sankaranarayanan et al. [24] discussed how objects can be tracked using multiple surveillance 
cameras. Furthermore, mean fluctuation an aspect of segmentation used in object tracking was explored 
extensively. A Gaussian blend with a Bayesian Kalman filter was deployed in tracking the detected object 
which is pivotal in tracking a detected unlicensed weapon in a CCTV for immediate action. Jain et al. 
[25] equally proposed automatic weapon detection using Faster R-CNN and SSD. An accuracy of 84.60% 
and 73.80% were obtained with the Faster R-CNN and SSD respectively. The SDD offered real-time 
detection owing to a higher speed at 0.73 fps while the Faster R-CNN achieved the best accuracy with 
1.606 fps speed. Salido et al. [26] performed a comparative analysis using three CNN models to 
automatically detect pistols in video surveillance. Furthermore, the effect of posture information on false 
alarms was evaluated. The results revealed that RetinaNet tuned using the unfrozen ResNet-50 backbone 
achieved 96.36% and 97.23% as average precision and recall respectively. The YOLOv3 achieved the 
highest accuracy and F1-score at 96.23% and 93.36% respectively. Nevertheless, the 21 and 8 obtained 
as the false negatives and false positives respectively were too high for the small dataset with poor image 
resolution. 

Singh et al. [27] similarly adopted YOLOv4 to train an image dataset consisting of swords, knives, 
machine guns, shotguns, pistols, and other weapons. The various classes of weapons were classified into 
a class and achieved 77.75% and 1.314 as mean average precision and average loss respectively. 
Nonetheless, mean average precision and average loss alone cannot significantly measure real-time 
weapon detection.  Sliding window and region proposal/object detection were two methodologies used 
by Bhatti et al. [5]. Explored the combination of sliding window and region object detection to effectively 
detect firearms. A comparative evaluation of Faster R-CNN, VGG16, SDD, Inception-ResnetV2, SSD, 
Inception-V3, MobileNetV1, YOLOv3, Inception-ResnetV2, and YOLOv4 algorithms were performed. 
The 8,327 images in the dataset consist of pistols and non-pistols.  The training and test dataset consists 
of 7,328 images and 999 images. The results obtained showed that YOLOv4 with 91% and 91.73% as 
average F1 score and accuracy respectively outperforming other algorithms.  However, the system had a 
higher false positive and false negative of 54 and 52 respectively. Lamas et al. [28] designed a traceable 
and reproducible top-down weapon detection using pose estimation with the ability to exploit the human 
holding the weapon. The system was trained to detect guns and knives using four different CNN 
architectures (Faster R-CNN, ResNet50, EfficientDet, and CenterNet). The Sohas weapon dataset was 
adopted for the training and EfficientDet outperformed the other deep learning models. The system was 
effective in detecting human-handled weapons. Khalid et al. [29] adopted data augmentation to resolve 
the rotation, affine, size, and occlusion inherent problem. The YOLOv5 model was adopted to train the 
augmented dataset to achieve an accuracy of 95.43. The need to curb or reduce illegal ammunition in 
society has remained a bottleneck to research. Although the CCTV monitoring system has shown a good 
prospect in detecting and tracking down crime perpetrators, real-time detection of weapons amidst large 
crowds has remained an issue. The reason for these hinges on the small size of this weapon, distance 
from the CCTV camera (occlusion), atmospheric condition, and other look-alike smaller devices like 
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phones, and touch lights amongst others. The large data requirement of the convolutional neural network, 
the inability to detect image pose, and extra computational overhead created by data augmentation have 
made the existing approaches computationally expensive and lowered the accuracy. Hence, the false 
alarm rate and accuracy become a paramount issue to be addressed.  

2.1. Image Evaluation Metrics 
It is paramount to evaluate the performances of any newly developed model using the standard 

metrics to evaluate its performances. The evaluation metrics are as discussed. 

2.1.1. Accuracy 
Accuracy measures the number of weapons images correctly classified using Equation (1) [13]; 

𝐴𝑐𝑐 ൌ
𝑇𝑃  𝑇𝑁

𝑇𝑃  𝑇𝑁  𝐹𝑃  𝐹𝑁
 (1) 

where:  

TP is the True Positive and represents weapon images accurately predicted. 
FN is False Negative and represents incorrectly predicted weapons images as normal instances. 
FP is False Positive and represents tomato images inaccurately classified. 
TN is the True Negative that represents instances accurately classified as normal instances. 

2.1.2. Precision 
Precision measures the ratio of accurately predicted images to all the samples predicted. It is 

mathematically given by Equation (2) [17]. 

𝑃𝑟𝑒 ൌ
்

் ା ி
      (2) 

2.1.3. Recall 
A recall is equally known as the detection rate. It evaluates all accurately classified weapons images 

ratio to the samples. As represented by Equation (3) [18] 

𝑅𝑒𝑐 ൌ
்

் ା ிே
    (3) 

2.1.4. F1-Score 
It measures the harmonic mean of the recall and precision as given by Equation (4) [13]; 

𝐹1 െ 𝑠𝑐𝑜𝑟𝑒 ൌ
2 ൈ  𝑃𝑟𝑒 ൈ  𝑅𝑒𝑐
𝑃𝑟𝑒   𝑅𝑒𝑐

 (4) 

3. Materials and Methods 

3.1. Weapon Dataset 
The performance of any deep learning model is dependent on the subjected dataset and the model's 

ability to learn the image features effectively. Hence, it becomes necessary to develop a high-fidelity 
weapon image dataset. Therefore, a robust dataset with high-quality weapon images from the public 
dataset Mock attack dataset was obtained. The dataset consists of 5,149 full HD images with 1,920 × 
1,080 dimensions. The dataset has 2,722 weapon labels of types short rifles, handguns, and knives. The 
dataset was split into 80% and 20% as training and testing respectively. Therefore 2,178 and 544 labels 
were used for training and testing datasets. Given the high image dimension, high memory demands of 
processing the full HD images, and the smaller sizes of the weapons (knife, handgun, and knife) in the 
images, the images were separated into tiles. To avoid reprogramming the tiles to suit any surveillance-
captured images a selective tile processing (STP) scheme was designed. The tile separates the input 
weapon images into smaller parts. The smaller parts serve as input to the capsule network thereby 
avoiding resizing the captured image and maintaining the weapon resolution. Therefore, for any input 
image obtained from the CCTV cameras, the tile numbers to be generated must be calculated. The 
calculation is performed using the CCTV captured images' width and height ratio size against the capsule 
network input size as shown in Equation (5).  
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𝑅𝑎𝑡𝑖𝑜 ൌ
𝐼𝑚𝑎𝑔𝑒𝑠𝑖𝑧𝑒

𝐶𝑎𝑝𝑠𝑢𝑙𝑒𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑖𝑛𝑝𝑢𝑡𝑠𝑖𝑧𝑒
 (5) 

The value obtained as the ratio is rounded up and multiplied together to obtain the number of the total 
tile. Furthermore, the evaluated tile numbers in the horizontal and vertical direction are uniformly 
distributed across the input image to achieve full coverage of the image while ensuring a constant overlap 
between the tiles. The processing of the tile by the capsule network is based on the STP scheme that uses 
an attention mechanism [30]. The attention mechanism uses the statistical information obtained over time 
to process only a few tiles per frame while using a memory mechanism for keeping track of all non-
processed tiles' activities.  For instance, an image obtained from Cam5 with dimension 1920 × 1080 when 
subjected to the Capsule network input size of 512 × 512 will be split into 2 × 2 image tiles as shown in 
Figure 1. 

 
Figure 1. A 2 × 2 Tiled Images from the original Image. 

3.2. Capsule Network 
A special feature of the Capsule network is the ability to learn the needed image features through the 

computation of the desired weights. Since the proposed system does not use a defiled tile image but 
automatically computes the number of tiles based on the input image to capsule network input ratio, the 
weights are evaluated using Equation (6) 

𝑊𝑒𝑖𝑔ℎ𝑡 ൌ 𝐿 ൈ 𝑇𝑤 ൈ 𝑇ℎ ൈ 3 (6) 

where: 

L is the learning rate. 
Tw is the tiled image width. 
Th is referred to as the tiled image height. 

The proposed system hyperparameters used for the evaluation are summarized in Table 1. 

Table 1. Proposed System Hyperparameters. 

Routing Learning Rate Batch Size Optimizer Epoch 

1,3,5 0.0001 64 Adam 50 

The Matplotlib, NumPy, and Keras libraries were imported to implement the system using Python 
programming language. Each library installation was performed using the pip install “module name”. 
The tiled images from the CCTV image are the input to the system. The capsule network input size was 
set to 512 × 512. Therefore, all input images were tiled to fit into the input. The number tile in an image 
is evaluated using Equation (5). This paper adopted the squashing activation layer to develop a five-
convolution layer. The first, second, and third layers have 16, 32, and 64 kernels with 5 × 5 kernel sizes 
using 1 stride. Maxpooling with stride and size of 2 was applied to the layers exit. While the fourth layer 
contains 128 kernels with a dimension of 9 × 9 and a stride of 1. Finally, the primary layer which is the 
fifth layer has 32 distinct capsules using 9 × 9 convolutional kernels having 1 stride. Finally, the layer 
responsible for labelling the weapon images uses 16 dimensions. The developed system architecture is 
shown in Figure 2. 
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Figure 2. Developed System Architecture. 

From Figure 2, the proposed capsule network architecture has three encoders (convolution layer, 
primary layer, and label layer) and the decoder uses the three fully connected layers for the reconstruction 
of the input image. The decoder reconstructs any of the input tiled images using the mean square error 
differences between the input tiled image and the output image. A lower mean square error is an 
indication that the rebuilt image is similar to the input image. The developed system uses 10-fold cross-
validation to evaluate the system’s performance. The dataset was split into 10 parts where 9 parts and the 
remaining 1 part were used for training and testing respectively. The system performance was calculated 
using the total average. The developed system simulation was carried out on the Google Collab Jupiter 
notebook [31].  

4. Results and Discussions 
To obtain the accurate routing parameter suitable for the proposed system. Different simulations were 

performed varying the routing parameters (1, 3, and 5) parameters presented in Table 2. The routing 
parameter r = 5 showed the best results in detecting the weapons in the CCTV images. Hence, the r = 5 
was used to implement the developed system. The system was evaluated under three input conditions, 
tiled-images, tiled-images + full-image, and full-image. The results obtained from the evaluation of the 
three scenarios using the accuracy, recall, and F1-score represented by Equations (1), (2), and (3) 
respectively are presented in Figure 3. 

 
Figure 3. Performance of the Developed System. 

From Figure 3, it was observed that using the CCTV-captured full image as input to the capsule 
network showed a lower accuracy, precision, recall, and F1-score compared to the other conditions. The 
reason for this border on the small size of the weapon in the original image. The combination of the tiled 
images and the full image as input to the developed system showed an improved performance when 
compared to the previous results. This approach enables both the detection of small weapons in the tiled 
images as well as the weapons in the full image. Hence, a larger weapon image can easily be detected 
from the full image. The tiled images as input to the capsule network showed the best results in terms of 
accuracy, precision, recall, and F1-score. The performances of the full-image and tiled-images + full-
image scenarios revealed that down-sampling the original image to fit in the capsule network input size 
can lead to the loss of some weapon image features, thereby lowering the performance of the approach.  

From the evaluated results, the tiled-images input approach was adopted for the proposed system. 
Thus, the proposed system preprocessed the original images into their respective tiles as input to the 
system. Therefore, the developed system divides every input image into an M × N tiled image. The 
bounding boxes and probability for the weapon images with the centre in the grid cell are simultaneously 
generated. The accuracy and loss graph for the system is shown in Figure 4. 
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(a) Accuracy 

 
(b) Loss 

Figure 4. Accuracy and Loss Graph. 

From Figure 4, the developed system after 50 epochs showed higher accuracy and lower losses for 
the training and validation data. Furthermore, the recall and false alarm rates were evaluated. The 
obtained result is presented in Figure 5. 

 

Figure 5. Recall and False Alarm Rate (FAR). 

From the graph of recall against false alarm rate (FAR) in Figure 5, it is seen that the developed 
system showed a lower false alarm rate. To further evaluate the developed system performance, results 
were compared with the state-of-art methods. The comparative results are presented in Table 2. 
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Table 2. Comparative Analysis of the Developed System Against State of the Art. 

Models Weapons Algorithm Dataset Acc. 

Khalid et al. [29] Gun YOLOv5 
University of 

Granada 
95.43% 

Rao et al. [30] 
Gun, 

Knives 
NSGCU-CNN’s Public 97.85% 

Pullakandam et al. 
[31] 

Gun, Knives YOLOv8 Custom 90.1% 

Vijayakumar et al. 
[32] 

Axe, 
Knife,Pistol, 

Rifle and Sword 

Faster R-CNN and 
YOLOv4 

Custom 96.04 

Proposed System 
Knives, Rifles, 

Shotguns 

Tiled-images and 
Modified Capsule 

Network 
Mock Attack 99.43% 

From Table 2, it is seen that the developed system has an average higher accuracy of 99.43 when 
compared to the state-of-the-art. Thus, the image-tiling approach adopted magnified the small weapon-
size image for easier detection. Furthermore, the capsule network eases the detection of weapons image 
features effectively. 

5. Conclusions 
This paper has presented an improved weapon detection and classification system. The developed 

system resolved the inherent problem of the weapon's small size and lower detection rate by enhancing 
the weapon image through tiling. This process magnifies the weapons images in the entire image for 
easier feature detection and classification. The 99.43% average accuracy of the system shows that the 
system can effectively be deployed in a surveillance system. The classification of the weapons into their 
respective classes will guide the security agencies on the best approach to track and apprehend the culprit.  
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