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Abstract: The challenges faced in the manufacturing industry
involve problems that developed in each passing time, particu-
larly in the semiconductor assembly areas. Satisfying customer
demands and achieving higher profits, as well as maintaining
high productivity have been the most important aspects which
attract the expatriate’s attentions in the semiconductor indus-
try. The combined of productivity and flexibility provided by
semiconductor assembly areas have elicited variety research ef-
forts for several years. In addition, globalization trends in the
manufacturing have encouraged a decentralized effort in the
semiconductor assembly industry by implementing distribut-
ed production scheduling systems in the production line. With
respect to the above mentioned problems, several approaches
have been introduced which can be categorized based on the
static and dynamic settings of the scheduling. An immune algo-
rithm (IA), which is slightly modified to conform to the manu-
facturing constraints as well as solving the underlying problem,
has been proposed and tested with public data set and industrial
data set to establish its effectiveness. The proposed IA algorith-
m is selected due to its explorative powers of the hyper-mutation
operator, solution diversity through its receptor editing opera-
tor, and incubation of the memory cell. The results from the
experiments was achieved from the proposed IA is effective for
the aforementioned problems where the best solution obtained
from the public data is between 11% to 19% deviation, while
production efficiency for the case studies had obtained within
the range of 10% to 66%.
Keywords: Semiconductor industry, distributed production
scheduling, immune algorithm.

I. Introduction

The semiconductor industry is well-known for having one
of the most complex manufacturing processes because of it-
s adopted technologies and the intricacy of the manufactur-
ing processes. Technologies that are rapidly growing and
very competitive are the common criteria of the industry
[1]. The semiconductor industry’s primary challenge in-
volves the struggle to meet on-going customer demands for
reduced prices while simultaneously maintaining operating
costs. The main interest for many players in this industry is
to be able to equip better facilities while balancing the capital
investment and maintaining a constant, happy customer base.

Instead of relying on good forecasting for product demands
to sustain their competitive edge, the industry has resorted to
initiate various enhancement to the planning, allocation, and
control of the production line.
The production scheduling problems in the manufacturing
industry have been the subject of research initiatives for sev-
eral years. Rapid developments in computer technology have
promoted new ways to solve problems in production schedul-
ing domain. The newly developed methods have rendered
exact approaches insufficient to handle complex and chang-
ing environments of production scheduling. In general, a
production scheduling can be defined as an allocation of
tasks to a set of resources within a time horizon. Resources
in the semiconductor industry refers to the machines that are
capable of producing different part types without the need
for major retooling and able to handle multiple part types
[2]. These resources composes of computer controlled, in-
tegrated configurations of centralized numerically controlled
(CNC) machines with automated material handling systems
[3]. These resources are also found to be suitable for mid-
volume and mid variety productions because of the combined
machines efficiency and flexibility of the factory production
flow.
The predetermined production scheduling parameters in-
volved in the semiconductor assembly areas includes the
product mix, production levels, resource availability and due
dates of jobs [4]. Various levels of commitment in the com-
panies’ management are required in order to develop a de-
tailed plan for a particular product. Typically, the production
schedule will be modified to fulfil the requirements based
on the availability of resources and clients’ orders at any s-
ingle time. In addition, a particular company can benefits
added advantages by having low labor cost, correct skill set,
and demographic proximity to the customer. These bene-
fits indirectly speeds up the production, reduces inventory,
able to handle broad variety of products, introduce profitable
investment opportunity, and enhances flexibility. Howev-
er, the abundant options of feasible solutions with different
task-resource assignments, the production scheduling prob-
lems are considered one of the NP-hard problems [5]. Given
these issues, both knowledge of the practitioners and the a-
cademicians to solve the production scheduling problems are
essentially needed.
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Recent advancement in manufacturing industry and the ef-
fect of globalization trends have initiated the notion of the
distributed scheduling (DS) system where a single factory
production is gradually substituted by multi-factory produc-
tions where factories are physically located in distinct ge-
ographical locations and different factories to fulfill unique
requirement of the product parts [6, 7]. However, imple-
menting DS is much more complicated for a semiconductor
industry compared to a single factory due to the following
issues [6]: (1) allocating lots to a suitable factory, and (2)
determination of the production scheduling in each factory.
The main objective of this study is to optimize the allocation
of assembly lots to a corresponding machines in a network
of factories.
The immune algorithm (IA) is a meta-heuristic algorithm
that inspired by several mechanisms that form the building
block of a very complex natural immune systems defense a-
gainst invading organisms. The explorative powers of the
hyper-mutation operator, solution diversity through its recep-
tor editing operator, and evolutionary capacity of memory
cell, motivates this study to employ IA as a suitable approach
for optimizing the production scheduling in DS settings. The
reliability and ability of IA to achieve good results had been
proven in [3, 8] in similar problems. Therefore, this study
extends the prior work of IA in optimizing the distributed
production scheduling problems by performing the proposed
theoretical framework to the public data sets as well as apply-
ing it to the industrial data sets with respect to minimizing the
maximum completion time of the production line.

II. Background Study

In the semiconductor industry, production scheduling prob-
lems had been one of the most popular research focus for
many years. Variety of approaches have been introduced
in order to solve the production scheduling problems which
can be further generalized into static (or predictive) schedul-
ing and dynamic (or reactive) scheduling approaches. There
have been a series of previously done researches regarding
scheduling problems in manufacturing, which can be dis-
cretely classified based on the algorithm approaches as de-
picted in Table 1.
One of the earliest solutions proposed for production
scheduling problems is the heuristic search algorithms. Sev-
eral authors have proposed heuristic search or heuristic
functions in solving the scheduling problems in production
scheduling problems with respect to certain performance cri-
teria [9, 2, 4]. Most of the solutions proposed failed to inte-
grate the dynamic or reactive settings in their solutions which
considered the materials availability [2], resource availabil-
ity and its associated constraints [9, 11], and dynamic na-
ture of the scheduling procedure [13]. However, considera-
tion of dynamic and real-time scheduling environments had
been increased in these recent years. Additional considera-
tion scopes that composed of the stochastic and unexpected
events that might occur in the real scheduling should also be
addressed. Increased attentions on the production schedul-
ing problems had also been addressed through the means of
an artificial intelligence (AI) based algorithms. Cases of the
classical AI approach had been conducted in effort of solv-
ing production scheduling problems [14]. However, the com-

plexity and various conflicting performance criteria had been
a major challenge [10].
Most approaches in solving the production scheduling prob-
lems had been conducted through meta-heuristic algorithms
which the solution is derived based on either nature-inspired,
swarm intelligences, or phenomenon mimicking. Nature-
inspired algorithms can be defined as algorithms that de-
rived from the natural behaviors, scaling from behaviors or
processes of the molecular reactions to the complex corti-
cal maps of the biological organization [53]. Artificiality
that represented in the biological processes had inspired re-
searchers into various computing optimization algorithms,
such as genetic algorithm (GA) [1, 45], simulated annealing
(SA) [24], shuffled frog leaping algorithm (SFL) [22], and
symbiotic evolutionary algorithm (SE) [23].
On the other hand, swarm intelligence or “collective” intelli-
gence refers to the decentralized and self-organized problem
solving behavior, derived from the interactions of individual
agents between other agents, in reacting to the local environ-
ments. An example of such algorithms includes ant colony
optimization (ACO) [25, 26, 27, 46, 47], particle swarm op-
timization (PSO) [48, 36, 37, 49], artificial immune system
(AIS) [5, 31], artificial bee colony (ABC) [32, 33, 34], and
the recently adopted, biogeography-based optimization (B-
BO) [35] and cuckoo search (CS) [30]. Another rare deriva-
tion of meta-heuristic algorithms is the algorithm that mimics
a certain natural phenomenon. This phenomenon mimick-
ing algorithm refers to the optimization processes conducted
through the emulations of naturally occurred phenomenon,
like the harmony search algorithm (HS) [50, 51] that mim-
ics the improvisation process of a musical performance, and
tabu search (TS) [38, 52, 7] that imitate the phenomena of
accursed or “taboo” belief in the behavior of the search pro-
cess.
Although certain limitation had been identified in conduct-
ing the meta-heuristics algorithms in solving the production
scheduling problems [54], the effort had been continuous-
ly adopted in the last 25 years. Some of the initial trend-
s of research conducted is more focused on static produc-
tion scheduling environments with either single (i.e. [10])
or multiple [19, 27] performance criteria. Additionally, the
complexity of implementing the meta-heuristics with respec-
t to the problem domain tend to be arduous. However, at-
tention towards dynamic scheduling environments had been
increased due to the importance of reducing the schedul-
ing time [42], difficulty in the schedule implementations and
short validity [43], and enhancing the productivity by incor-
porating alternative scheduling plans or routing [25].
Works that have adopted IA have successfully solves prob-
lems in variety domains. IA features that are not limited to
self-organizing, adaptivity, and uniqueness have the poten-
tial to be used in developing the computational models ap-
plied to business [3, 55, 56, 57], sciences and engineering
[58, 59, 60, 61], and optimization domain [62, 3, 61, 63, 8].
In order to enhance the approach, the method introduced in
the literatures include extension of generic IA with adop-
tion of Gaussian and Cauchy mutation operators [3], incor-
porate Genetic Algorithm (GA) as the candidate solution
pre-processors [61], and solution pool namely as Antigenic
Clustering method [8]. AIS has outperformed other soft-
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Table 1: Researches on production scheduling problems in manufacturing industry

Problem Category of AI Approaches References
Environment Approach

Static/Predictive Heuristic Local Search [9]
Scheduling Petri Nets [10];[11];[12]

A* and Node Pruning [13]
Classic AI Algorithm Fuzzy Logic [14]
Nature-Inspired Genetic Algorithm (GA) [15];[16];[17];

[18];[19];[20];[21]
Shuffled Frog Leaping (SFL) [22];
Symbiotic Evolutionary [23]
Algorithm (SE)
Simulated Annealing (SA) [24]

Swarm Intelligence Ant Colony Optimization (ACO) [25];[26];[27];
[28];[29]

Cuckoo Search (CS) [30]
Artificial Immune System (AIS) [5];[31]
Artificial Bee Colony (ABC) [32];[33];[34]
Biogeography-Based Optimization (BBO) [35]
Particle Swarm Optimization (PSO) [36];[37]

Phenomenon Mimicking Tabu Search (TS) [38]

Dynamic/Reactive Heuristic Filtered-Beam-Search [39];[40]
Scheduling Classic AI Algorithm Fuzzy Rules [41]

Nature-Inspired Genetic Algorithm (GA) [42];[43];[44];[45];
Swarm Intelligence Ant Colony Optimization (ACO) [46];[47]

Particle Swarm Optimization (PSO) [48];[49]
Phenomenon Mimicking Harmony Search (HS) [50];[51]

Tabu Search (TS) [52];[7]

computing algorithms within their respective problems of the
literatures as well as proved to be robust and capable of han-
dling different types of optimization domains. In addition,
the work in [8] had also given the insights on the applicabil-
ity of the IA in handling the production scheduling domain,
especially the dynamic natures of the semiconductor indus-
try. As such, these reasons warrant the need to adopt this IA
approach as the solution to address the production scheduling
problems faced in the semiconductor industry.

III. The Distributed Production Scheduling
Problem

The production scheduling problem involves a number of lots
or jobs (i) which are expected to be received in the distributed
network, and a suitable factory (f = 1, ..., F) will be assigned
to the lot or job to generate corresponding production sched-
ule. Each individual factory has a number of machines (h
= 1, 2, ..., Hf ) with different efficiencies or operating lead
times (Tijfh) in producing various product types. Each lot
or job has up to Ni operations, and every operation can be
performed by more than one machine (not all), but must be
in the same factory. The traveling time between factory f and
lot or job i is denoted as Dif .

A. Decision Variables and Constraints

The decision variables are as follows: χij denoted true if lot
or job i is allocated to factory f ; and δijfhk if operation j of
lot or job i occupies time slot k on machine h in factory f. The
production scheduling problem is subjected to the following

constraints:

• Completion of the preceding operation is required for
the current operation to begin.

Sij ≥ Ei(j−1) (i = 1, 2, ..., I; j = 2, 3, ..., Ni). (1)

• Completion without interruption will be carried out
once an operation starts.

Eij − Sij =
∑
fh

χifTijfh (i = 1, 2, ..., I; j = 1, 2, ..., Ni).

(2)

• Each operation can be processed by one machine for
each unit of time and vice-versa.∑

fhk

δijfhk = 1 (i = 1, 2, ..., I; j = 1, 2, ..., Ni). (3)

• Each machine can only process a single operation for
each unit of time.

∑
ij

δijfhk ≤ 1 (k = 1, 2, ...,K;h = 1, 2, ..., Hf ; f = 1, 2, ..., F ).

(4)

• Each lot or job can only be assigned to a single factory.∑
f

χif = 1 (i = 1, 2, ..., I). (5)
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B. Performance Measures

Once the value of χij and δijfhk are obtained, the starting
time value of operation j of lot or job i (Sij), ending time of
operation j of lot or job i (Eij), and the completion time (Ci)
can be calculated. The performance measure considered is
to minimize the total maximum completion time of the last
lot or job operation which is defined in (6). Completion time
(Ci) as defined in (7) is the summation of the completion
time of the last operation Ni of lot or job i and the delivery
time between the factory f and the lot or job i.

ObjectiveZ : min(max{Ci}). (6)

Ci = EiNi +
∑

Difχif . (7)

However, in term of measuring and quantifying the produc-
tion scheduling, specific for the semiconductor industry, pa-
rameters such as the total quantity of the package demands
(Qdemand), unit processing per hour of the individual ma-
chine produces (UPHh), and the size of lot or job (isize)
must be considered. Thus, for the considered case study, the
revised performance measures are:

Ct =

Qdemand

isize

UPHh
(8)

Aveh =
Ci

Hf
(9)

Pe =

∑
Ni ∗ δijfhk

N
∗ 100 (δijfhk = 1) (10)

where Ct is the total completion time, Aveh is the average
output of an individual machine, and Pe is the production
efficiency of the assembly areas, respectively.

IV. Artificial Immune Algorithm for The Dis-
tributed Production Scheduling Problem

A. Generic Artificial Immune System

In terms of biology, AIS is a complex pattern recognition sys-
tem of a vertebrate which that defends the organism against
diseases by detecting, identifying, and killing foreign entity
such as pathogens [63]. The system can recognize or identi-
fy cells (or molecules) within the organism as either harmful
(non-self-cell) or harmless (self-cell) [5] to allow the system
to naturally evolve to recognize and neutralize threats. In a
typical infection process, infestation and proliferation of a
pathogen within the organism occurs. Pathogens and anti-
gens correspond to specific foreign proteins. To understand
the AIS processes, the following immunology terms need to
be emphasized [3]:

• Immune cells: Consists of two major cells known as B-
cells and T-cells, that identify antigenic patterns present
in the human system.

• Antigens: Disease-causing elements in the immune sys-
tem, categorized as non-self antigens (harmful) and self-
antigens (harmless).

• Antibodies: molecules produced by B-cells which re-
spond when stimulated by non-self antigens. Successive
binding of B-cells and antigens induce the formation of
antibodies to destroy the antigens.

When a harmful non-self-cell enters the body, the immune
system responds through an innate immunity, providing im-
mediate but nonspecific defense to protect the organism
from any possibilities of an infection [63]. An antigen-
presenting cell (known as phagocyte), will detect the pres-
ence of non-self cells and fight them by secreting T-cell-
activating molecules. When innate immunity is penetrated
by antigens or pathogens, the system initiates what is known
as an adaptive immunity [5]. The activated T-cells select ap-
propriate B-cells, which have receptors that closely resemble
the antigenic signatures of the foreign proteins (clonal selec-
tion hypothesis). Next, these B-cells attach to the detected
foreign protein’s signature (binding site/epitope) which pro-
cess known as the affinity. Affinity is the measure for eval-
uating the successful binding of foreign proteins and B-cells
[64]. This scenario is illustrated in Fig. 1.

structurally 

similar -

high affinity

low affinity

receptor

lymphocyte

epitope

Figure. 1: Illustration of B-cells attach themselves to the
detected foreign protein’s signature (binding site/epitope)
adopted from [65].

The B-cells then undergo cellular reproduction via somat-
ic hyper-mutation or receptor editing to attain better affini-
ty against antigens by rapidly mutating or randomly chang-
ing their receptors’ genetic orientation, respectively (affini-
ty maturation). Afterwards, B-cells undergo the proliferate
process to produce clones where a large number of identical
B-cells are duplicated. Some of the mature B-cells will pro-
duce new plasma cells while others with high affinity thresh-
old will be sustained as long-lasting memory cells [5]. The
roles of the plasma cells are producing a large number of
antibodies to be distributed throughout the blood and lymph
systems randomly for recognition, killing, and detecting for-
eign proteins and malfunctioning self-cells. The roles of the
long-lasting memory cells is to remain in the system to effec-
tively accelerate the response of the immune system in future
encounter. The other remaining clones of B-cells will die or
be replaced by another new clone.

B. The Proposed Immune Algorithm (IA) for The Distributed
Production Scheduling Problem

The implementation of the proposed immune algorithm (I-
A) is tailored towards the distributed production scheduling
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problem. For clarity, the analogy of IA for this particular
study is given in Table 2.

Table 2: Analogy of AIS
Immunology Terms Scheduling Terms

Antigens Machine Assignment
B-cells Lots/Jobs

Antibodies Schedule
Affinity Evaluation Function

Hyper-mutation Improvement Strategy
Generation Iterations

The process of IA starts with the initialization of population
size. The assignment of job to a machine is conducted to cre-
ate the initial schedule with respect to the allowable machine
for the respective job. The affinity is used as a measuring in-
strument for evaluating the successful binding of an antigen
and an antibody. The parameter of the IA which is the termi-
nation criterion with the maximum number of generations, is
also initialized. The clonal selection is a selection mechanis-
m of the antibody-antigen bindings from the initialized pop-
ulation which will then, undergoes cloning, hyper-mutation,
and receptor editing. Somatic hyper-mutation is a mutation
operator that performs random flips of strings, decimals, or
binary numbers, but mutate at a higher rate for an inferior
antibody and vice versa. Slight changes obtained from the
cloned solution after the hyper-mutation process is known as
receptor editing. Both hyper-mutating and receptor editing
act as exploratory and exploitation mechanisms of the search
space in the optimization domain. The sample antibody is as
shown in Fig. 2.

LOTA-1 : M1 LOTA-1 : M2 LOTA-2 : M1 LOTA-2 : M2 LOTA-3 : M2 LOTA-3 : M1

Receptor

Antibody

Figure. 2: Sample antibody (candidate solution)

During the clonal selection, a set of candidate solutions from
the current population are chosen to apply the next IA op-
erators in order to produce high affinity memory cell(s) to
include for the next generation. The clonal selection is de-
pendent on the affinity (completion time) of the antibody.
Therefore, the affinity or the maximum completion time of
the candidate solution is computed and ranked by decreas-
ing affinity (starting from the best to the worst affinity). The
top best % (Cr) of ranked population are cloned, in which
each of these cloned cells undergo hyper-mutation process.
The hyper-mutation is performed based on the objective val-
ue (completion time) of the current schedule. In this case,
minimizing the maximum completion time is better which is
inversely proportionate to the affinity. As such, the frequen-
cy or in immune algorithm context, the rate of the mutation
is calculated as below:

Ratemutate =
1

Ct ∗Ni
(11)

The mutation process conducted selecting two random posi-
tions of the receptors (jobs or lots) within the candidate so-

lution (schedule) and exchanging their machine assignmen-
t. This basically will only affect the machine parameters of
the candidate solution. This process can be demonstrated as
shown in Fig. 3.
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LOTA-1 : M1 LOTA-1 : M2 LOTA-2 : M1 LOTA-2 : M2 LOTA-3 : M1 LOTA-3 : M1

��������	
������
���������������	� �������	��������	�

Figure. 3: Hyper-mutation process

The process is repeated until the mutation rate is satisfied.
After that, the process continues for the next generation of
the populations until the termination criterion is equal to the
maximum generation number. If the termination criterion is
met, the solution is then compared with the last objective val-
ue (completion time) obtained.

V. Experimental Results and Discussion

In this section, the application of the proposed IA approach is
to demonstrate and evaluate its computational performance.
The experimental procedures are twofold; application to the
public data sets and industrial data sets. The first experiment
conducted to get the best parameter calibrations of the pro-
posed IA algorithm as well as its capability in the distributed
production scheduling problems. In the second experimen-
t, the proposed IA is applied, with respect to best parameter
obtained from the first experiment, to a case study of the real
semiconductor industry area to evaluate the its effectiveness
in handling complex real-world settings. IA was implement-
ed in C# compiler and run independently on a personal com-
puter equipped with a 4.0 GHz Intel Core i7 processor and 4
GB RAM.

A. Public Data Sets Testing

The performance of the IA is tested with several instances
which are separated into two experiments. The first exper-
iments (A1) was based on data set that was obtained from
Chan et al. [66, 67, 68], while the second experiment (A2)
was based on data sets that were obtained from Fisher and
Thompson’s benchmark data [69]. The first experiment in-
volves comparison of IA with other algorithms designed for
distributed production scheduling problems, in particular, an-
t colony optimization (ACO) [25], genetic algorithm with
dominant gene (GADG) [66, 67, 68], modified genetic al-
gorithm with dominant gene [70], and improved genetic al-
gorithm (IGA) [71]. The second experiment compares IA
with other algorithms that were used on the benchmark data
set; these algorithms are modified genetic algorithm (MGA)
[72] and IGA [71].
The data sets considered in this study are summarized in Ta-
ble 3. Both experiments were run independently and the best
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results among five test runs were recorded. IA parameters
were calibrated for the preliminary test on all data sets de-
scribed above. The details of four parameters for each data
sets considered are given in Table 4.

Table 3: Experimental settings
Experiment A1

Data labels F Hf i Ni Reference

fjs 1 3 5 4 [66, 67, 68]
dfjs 2 3 10 4 [66, 70]

Experiment A2

Data labels F Hf i Ni Reference

Mt06 1 6 6 6 [69]
Mt10 1 10 10 10 [69]
Mt20 1 5 20 5 [69]

Table 4: IIA control parameters
Parameter fjs dfjs Mt06,10,20

Generation No. 500 100 5000
Run No. 5 5 5
Options No. 4 4 4

Based on Option: 1 2 3 4

Population Size 50 75 150 300
(popN )
Clonal Selection 0.25 0.45 0.65 0.75
Rate (Cr)

Results of the first and second experiments are given in Table
5. The first column reports the data set name of the testing
instance, and the following column represents the compared
algorithms consecutively with the relative deviation of the
maximum completion time with respect to the proposed IA.
The relative deviation is defined as in (12).

dev = [(Ccomp − CIA)/Ccomp] ∗ 100% (12)

CIA is the maximum completion time obtained by IA, while
Ccomp is the maximum completion time obtained by other
algorithm. From the summary of the result, IA outperforms
other algorithms by obtaining optimal results for every data
sets on both experiments considered in this study. The rel-
ative deviation obtained by IA compared with that of other
algorithms for Experiment A1 are between 12% ≤ dev ≤
19%, whereas average relative deviation for Experiment A2
are between 11% ≤ dev ≤ 14%. In total, results obtained
by IA relatively deviate between 11% ≤ dev ≤ 19%. Al-
though only five runs conducted, IA shares relatively coher-
ent convergence rate with GA [73], which generally requires
a high number of generation numbers to converge but able to
achieve optimum solution. Thus, few test runs can support
the capabilities of our proposed IA against those of other al-
gorithms.
In addition, to demonstrate IA convergence rate, Fig. 4 shows
the decrease of the average and best maximum completion
time over five runs for the Mt06 data set. The figure in-
dicates that IA improved the average maximum completion
time very rapidly where the best maximum completion time
(52) was achieved around 25 generations. This is possible
due to the hyper-mutation process, where lower affinity anti-

body is rapidly mutated compared to the higher affinity, in-
creasing the probability of retaining better solution in each
generation.
IA considers two different parameter combinations, which
are the population size (popN ) and the clonal selection rate
(Cr). Determining the appropriate parameter effects the
quality of the solutions and reduces the probability of avoid-
ing premature convergence. Therefore, identifying the pa-
rameter combinations by analyzing the result obtained from
combinations of Cr and popN values were investigated. The
details of different parameter combination results are graph-
ically shown in Fig. 5. The popN value used are 50, 75, 150,
300, whereas the Cr value used are 0.25, 0.45, 0.65, and 0.75.
From these values of popN and Cr, the relative average de-
viation of maximum completion time was computed. Based
on observation, fluctuation pattern occurs when popN value
is other than 75. However, a steady pattern is observed when
popN value is 75, where higher Cr value gives higher devia-
tion values. Higher deviation values impose that the solution
obtain inconsistent result and the best value may or may not
be achieved. Thus, the suggested Cr values is 0.25 which is
combined with popN values of 75, respectively.

B. A Case Study in The Semiconductor Assembly Area

For the case study, the data is obtained from the semiconduc-
tor industry involving the assembly area. However the scopes
of the data comes with the assumption of infinite materials,
none of new job or lot arrival, unexchangeable tool types,
absent of the machine setup time and lead time, and nonex-
isting machine downtime. The performance measure consid-
ered are the (8),(9), and (10). The properties of each machine
is predetermined which includes its operational capabilities
(the operation which they can perform) and number of lot or
job units they can process each hour (UPH). The data set al-
so includes six package types with their respective number
of operations, package sizing for each lots, lot quantity, total
demand quantity, and machines that operational capabilities.
Package B and C are considered as small demand packages,
package A and E as medium demand packages, and package
D and F as large demand packages. Table 6 shows the data
sets used for this case study.

Table 6: Testing data for the proposed system
Machine Properties

h f Ni UPHh

1 1 2,3 100
2 1 2 700
3 1 1,3 300

Lots Operation Requirements

Package Types Ni isize Qdemand/isize Qdemand

A 1,2 8700 34 290,872
B 1,3 6500 5 30,007
C 1,2 2200 30 65,899
D 1,2,3 9500 274 2,594,872
E 1,3 8600 34 132,334
F 1,3 7650 34 1,312,821

Table 7 shows the result summary of the production sched-
ule before optimization and the best production schedule af-
ter optimization. Before optimization, each packages has
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Table 5: Result summary of the first and second experiments.
Experiment A1

Data Name ACO dev(%) GADG 1,2,3 dev(%) MGADG dev(%) IGA dev(%) IA
fjs 42 +33.33 36 +22.22 35 +20.00 35 +20.00 28
dfjs n.a. n.a. 42 +16.67 n.a. n.a. 37 +5.41 35
Average improvement +19.45 +12.71

Experiment A2
Data Name MGA dev(%) IGA dev(%) IA

Mt06 55 +9.09 55 +9.09 50
Mt10 972 +8.64 930 +4.52 888
Mt20 1207 +24.28 1172 +22.01 914

Average improvement +14.00 +11.87
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their respective operation Ni, lot size isize, and lot quanti-
ty i (Qdemand/isize), where they were assigned randomly to
the available and allowable machines h. For instance, pack-
age A has the Qdemand of 290872 and the total lots or jobs
i of 34 where every lot or job size isize contains of 8700 u-
nits. In addition, the Ct of the production schedule before
optimization is 1218 unit of time, Aveh is 531.33, and the
current Pe is 30%. After optimization, however, the results
of the Ct is reduces into 609 unit of time. This shows that
the Ct after optimization had decreased about half of the one
before optimization. Furthermore, changes to the Aveh and
Pe of the optimized production schedule is observed where
it improves into 356.33 and 60%, respectively. Similar effect
also applies to other package types as well. Nevertheless, all
package types had improved regardless of small, medium, or
large demand quantity.
Based on the result summary, the percentage of differences is
computed and graphically depicted in Figure 6. As observed,
the improvement obtained for the maximum completion time
are within the range of 23% ≤ Ct ≤ 66%, while the aver-
age machine output are within the range of 10% ≤ Aveh ≤
40%. As mentioned earlier, package B and C are the s-
mall demand packages which showed that the proposed al-
gorithm able to achieve significant improvement either for
Ct and Aveh performance measures (33% ≤ improve ≤
66%). In addition, package A and E, which are the medi-
um demand packages, also able to improved about half from
the original performance of Ct (50% ≤ improve ≤ 60%)
and about 1

3 of the Aveh (32% ≤ improve ≤ 39%) through
the means of the proposed IA approach. Lastly, package D
and F, which are the large demand packages, is observed to
have minor improvement (10% ≤ improve ≤ 25%). From
the improvement of the Ct, the insights that can be elicited
within the optimized production schedule is the ability to re-
duce the overall production schedule earlier than the original
schedule, which directly related to the improvement of Aveh
where the lot or job allocation to machine is distributed to
other allowable machines to process and increases the over-
all machine utilization.

VI. Concluding Remarks

The production scheduling problem in semiconductor indus-
try is motivated in reducing cost and increasing the overal-
l productivity as well as processing a large variety of jobs
while conforming to various constraints. This is possible be-
cause limited number of machines can operate at an optimum
level and the possibility of under-utilized or over-utilized can
be reduced. The main purpose of this study is to develop an
efficient algorithm that has the capability to solve the real
world problems in manufacturing. Production schedule gen-
erates input for the optimization algorithm, which in turn,
generates lots or jobs to be distributed to the available ma-
chine and factory.
This paper proposes an IA approach to solve and optimize
the production schedule in manufacturing industry. The pro-
posed IA enhances the applicability of traditional clonal al-
gorithms by making some modifications in the operators.
Based on the results, IA is able to produce a relatively satis-
factory solution than other meta-heuristic algorithms applied
in a similar field. By minimizing the maximum completion

time and enhancing machine utilization, it also increases the
production efficiency in the production line. Additionally,
the proposed hyper-mutation process enhances the probabil-
ity of achieving better solution, thereby increasing the con-
vergence rate in each generation. Therefore, IA was found
suitable and competitive in solving the scheduling problem
in semiconductor assembly industry.
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