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Abstract: Voice searching is the technology underlying in 

many spoken dialog applications that enable users to access 

information using spoken queries. With some popular languages 

like English etc, voice search function is able to help user to 

search complex voice queries thanks to long time researches for 

those languages. For Vietnamese language, voice searching has 

been researched and its results bring some systems that enable 

user to make simple queries, like number letters. Generally, with 

a common voice searching look-up system in each language, 

there are two issues that a smart look-up system has to solve, 

they are building speech-processing approaches that help user to 

search complex queries, including some sentences, and 

researching data-mining approaches to evaluate queries.  In this 

paper, we put efforts to inherit and improve former researches 

to build a smart look-up systems that help user to search 

aviation information by voice searching. There are two 

researches have applied in two steps: firstly, researching 

statistical models, adaptive algorithms based on Hidden Markov 

Model (HMM) to build voice interactive functions in Vietnamese, 

including Speech Recognition and Text To Speech. Secondly, 

applying data mining techniques to propose a context-aware 

search engine of Vietnam aviation information. The paper also 

provides some experimentations of testing the accuracy of this 

system. Their results show the ability for a Vietnamese voice 

search system to be applied in practice.  

 
Keywords: Language model; Acoustic model; Voice Search, 

Context-aware; Query Suggestion; Data mining.  

 

I. Introduction 

Nowadays, search engine has become a useful tool for users to 

search information in the Internet. Over times, traditional 

techniques based on keyword mapping gradually reveal many 

drawbacks:  the answers of each queries are too large but not 

lack of valuable information.  This fact come from 

disadvantages of keyword searching, which is not be able to 

understand the semantic of queries, therefore it can’t identify 

searching purposes of users, etc... [1], [2]. To overcome these 

disadvantages, there are many researches in techniques to 

improve the quality of searching over the last few years, such 

as semantic web, identifying searching purposes of user by 

context, classifying results as categories, applying statistical 

techniques, mining knowledge to interact with the user via 

queries in the form of natural language, etc... In this research, 

we present our direction to integrate speech recognition and 

speech synthesis techniques into a search engine, to create a 

search engine with interactive voice. 

In the field of speech recognition, this is a helpful supporter to 

users, especially when we search for small devices such as 

mobile phones or tablets. In recent years, there are many 

applications applying speech recognition for English 

language which have been developing and improving in 

accuracy. However, with Vietnamese language, almost all 

existent applications which have speech recognition using 

methods of comparing recording sounds of common 

Vietnamese words and the sounds recorded by user. This 

method can only be helpful for recognition of single words 

and not be able to handle the case of voice searching by 

complex queries, which include several sentences. To answer 

complex spoken queries, we have to use advantages of 

statistic models to statistic sound features and give correct 

results. Hidden Markov Model (HMM) is a common statistic 

model which has been widely applied for speech recognition 

of English. With purposes to allow users to search complex 

queries, in this research we studied and improved a speech 

recognition method based on HMM for Vietnamese, along 

with the support of HMM-based toolkit (HTK). 

Along with speech recognition, a good voice search system 

also has to support users to listen to information of searching 

results by automatically created synthesis voice. In fact, this 

feature can help user to manipulate completely with 

application by speaking and listening. The problem of speech 

synthesis systems is how to solve basic requirements of 

creating a pleasant voice. Specifically, the first requirement is 

that the voice needs to be created with correct pronunciation, 

tonal and has silences between the points or commas, or in 

phrases that Vietnamese people often make silences after 

them. Moreover, the second request is that synthetic voice 

needs to be not also understandable but also be inspiring voice. 

Along with advantages in speech recognition, statistic models 

of HMM can meet quality requirements and general 

performance. In this study, we have selected the utility of 

HMM tool inventories through the ability to perform speech 

synthesis that is understandable and inspired. 
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To build a smart search engine, we present an approach of 

data mining based on context-aware suggestion technique for 

queries. This approach was given by Huanhuan Cao and 

colleagues [3], [4]. The methodology of this approach starts 

with the first step: evaluating a set of previous queries before 

the query that has already put in (the current query) as a 

context of searching, in order to help the system to capture the 

intention of users when searching, which brings more accurate 

recommendations than tradition keyword mapping. Next, in 

the second step, perform mining method to determine future 

queries that may appear right after the current query in the 

search session as the form of a list of suggestions. In other 

words, this is a specific advantage of this approach compared 

to former method that only focuses on suggesting similar 

queries of the current query [3], [4]. A layer of queries that are 

behind the current query - is formally - reflecting the problems 

that the community of users often asked after the current 

query. This layer usually consists of more valuable 

information of queries and they reflect more correctly the 

intention of searching. At the same time, this approach helps 

the look-up system to be able to capture the context of 

searching, understanding intention of users, therefore it can 

collapse the answering set to avoid irrelevant results. With 

aspirations to applying this advantage, in this paper we put 

research and implement context-aware technique, identifying 

the advantages and disadvantages of this method, proposing 

ideas of improvements, as well as making analysis of its 

effectiveness by an experiment. 

This research consists of 5 sections. After introduction in 

section 1, section 2 presents the principle and application of 

Hidden Markov models in speech recognition and speech 

synthesis of Vietnamese language. Section 3 introduces 

context-aware techniques used in the search engine, analyzing 

the pros and cons of the proposed technique. Experimental of 

applying voice searching in aviation search engine is 

described in section 4. Section 5 is the conclusion and some 

direction for future researches. 

 

II. Applying HMM based on approach for 

Vietnamese language voice searching 

A. Hidden Markov Models 

Markov Chain: In probability theory, Markov process is a 

random process which has a specific characteristic that each 

state ck at the timeline k is in a finite set {1, ... ,M}. In a 

condition that the process takes place only from timeline 0 to 

timeline N, the first state and the last state are clear, a chain of 

Markov state will be represented by a finite vector C = 

{c0,...,cN}. 

Assuming P(Ck | C0, C1,  ... , Ck-1) performs a probability 

(likelihood) of the state ck appearing after the process passes 

through k-1 former state: c0,… ck-1. Assuming that the process 

depends only on the right previous state and is independent on 

any other previous states. This process is called a Markov 

process of order 1 (first-order Markov process). This means 

the probability of state ck occuring at the time k, when we 

know clearly its previous k-1 states depending only on the k-1 

status. The process satisfying this condition is called the 

Markov one-level process. Markov state rank 1 can be 

represented by a formula: 

𝑃(𝐶𝑘 |𝐶0, 𝐶1, … , 𝐶𝑘−1 ) = 𝑃(𝐶𝑘|𝐶𝑘−1)   (1)  

Generally, we can formularize the formula of n-level Markov 

process. 

P(Ck|C0, C1, …, Ck-1) = P(Ck|Ck-n, …, Ck-1)  (2)  

With a feature that each state at time k depends only on its 

right previous state (state at the time k-1), the HMM process is 

widely used in recognition issues, based on its advantages that 

do not need to store all states in each process. 

Hidden Markov Model: the Hidden Markov model (HMM) 

is a statistical model in which the system is modeled as a 

Markov process with hidden parameters, is responsible for 

determining hidden parameters from the observations. The 

parameters extracted from this statistical model can be used to 

perform the successive analyzes, such as pattern recognition 

applications. The HMM model experiments are described in 

more detail in [13], [18], [19]. 

B. HMM based on speech recognition using HMM based 

Toolkit (HTK) 

Nowadays, common architectures for Automatic Speech 

Recognition - ASR based on forecast, a set of sequences of 

words from an inserted audio signal. The most popular 

algorithms are implemented to forecast, which is based on 

statistical methods [16]. A sample vector yt of sound features 

always has length from 10 to 30 milliseconds [15]. There are 

many ways to choose appropriate features to make vector and 

the impact of these features on performance of recognition is 

described in [17]. The process of training vectors of sound 

features is considered the observations about the phonetic 

model and is used to calculate p(𝐲𝟏
𝐓|W) - the probability of a 

sequence in the form of vector 𝐲𝟏
𝐓, after there was a sequence 

of word W is pronounced. Given a sequence named, 𝐲𝟏
𝐓, a 

sequence of W generated by the ASR system is presented by 

the formula: 

 = argmaxWp(y1
T|W)p(W)   (3) 

 is the quantity corresponding to the probability of 

maximum achievable (Maximum A-posteriori Probability - 

MAP), p(y1
T

|W), which is calculated by the acoustic model 

(AM), when p(W) is inferred from the Language Model (LM). 

HMM’s structure: A HMM in the field of recognition issues 

is defined as a pair of stochastic processes {X, Y}. The 

process X which is a one-level Markov chain, is not directly 

observable. The process Y is a sequence of random variables 

taking values in the space of phonetic parameters, called 

observation. For each y in Y is an instance of the observed 

variable and i, j is the state of X representing the state model, 

this model is shown by the three probabilities: 

A ≡ {ai,j | i,j ∈ X} Transition distribution 

B ≡ {bi,j | i,j ∈ X} Observation distribution 

∏ ≡ {𝜋i | i ∈ X} Initial state 

Three quantities are defined as:  

ai,j ≡ p(Xt=j | Xt-1=i);  

bi,j(y) ≡ p(Yt=y | Xt-1=i, Xt=j);  

𝜋i ≡ p(X0=i);  

HMM-based speech recognition using HTK: To apply the 

method of voice recognition using hidden Markov models, we 

have inherited and analyzed a HMM-based open source 

Toolkit (HTK) to implement the Vietnamese speech 
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recognition. According to [20], a process using HTK done 

through 4 main steps. The first step is data preparation. In this 

step, we have to prepare audio data for training section and 

testing the data. With Vietnamese speech recognition, we 

have to collect phonetic dictionary with phonetic spellings 

converted from marked to unmarked to fit training in HTK. In 

this research, we inherited and completed the phonetic 

dictionary for Vietnamese from the dictionary researched in 

[14]. Step 2 is creating phonemes (Mono-phoneme HMM). 

This step will create a good data set of single-Gaussian HMM 

of phonemes. The first thing we have to do is building a set of 

phoneme HMMs which have similarities in mean and 

variance. Step 3 will create the sound of three phonemes 

(tri-phonemes), which are associated with each state. With 

HMM phoneme set created in step 2, step 3 will create the 

sound of three HMMs which depends on context. After 

preparation of phoneme of HMMs and triphones, these 

ingredients are used to perform step 4 - evaluating speech 

recognition. To run speech recognition and evaluation result 

analysis, we used the analytic tools HResults of HTK. 

  

  
Figure 1. A set of tools to support speech recognition using HTK 

Improve the speech recognition system for Vietnamese: In 

Speech Recognition, a HMM corresponds with phoneme and 

the HMM's number of state depends on phoneme duration. In 

English, the optimizing HMM's state is 3 for all phoneme, but 

for Vietnamese which the phoneme duration is less than 

English, so the HMM's number of state for Vietnamese 

phoneme should be less than 3, and for each phonemes. It 

should differently depends on phonemes duration. In this 

paper, we propose a method to optimizing HMM's number of 

state for Vietnamese. Our method was described as follow: 

n(s) = c + f*t(s)   (4) 

In this formula:  

 n(s) is the HMM's number of state for phoneme s 

 c is the initial number of state 

 t(s) is the average time duration for phoneme s 

 f is the parameter that need to be optimized. 

By this formula, the HMM's number of state will depend on 

phoneme duration, the longer duration the bigger  HMM's 

number of state, and all phonemes will have at least c state for 

initialing, to avoid the case that some phonemes have zero 

state. 

C. HMM-based text to speech using HTK 

In a voice searching system, the speech synthesis function will 

help search system to notify the results to users in the form of 

voice interaction. The advantages of HMM model are also the 

basis for building speech synthesis function of this search 

engine, along with HTK tool. The input of text to speech 

system is the set of trained phonemes and independent set of 

data elements stored the context of the phoneme 

pronunciation. Speech synthesis is generated by the HTK with 

4 main steps. In the first step, HTK trains independent 

phonemes to produce a set of discrete tri-phonemes group for 

using in the next step of training data. Step 2 applies the 

embedded Baum-Welch algorithm for estimating the 

tri-phonemes. All states in the same position of the HMM 

tri-phonemes derived from single HMM phonemes are 

grouped by a layer classified algorithm, aiming to reduce the 

number of parameters and balance the complex of models, 

corresponding to the amount of data available. In step 3, 

tri-phonemes models are continued to estimate using 

embedded training process. In step 4, the training data is 

assigned to the model using the Viterbi algorithm, bringing 

the results of the density and degree obtained from states. 

Based on this density, we will create a synthetic voice 

understandable and tonal. 

 

III. Context-aware suggestion applied in an 

aviation search engine 

A. Overview 

The ideology of context-aware technique is based on two 

phases: online and offline. In the online phase, the search 

engine receive the online current query, while it also reviews 

preceding queries of the current query as a context, more 

accurately this process is interpreted to the concept sequence - 

this concept sequence expressed searching intention of users. 

Catching searching context, system finds matches with 

available context in the database (offline phase that has 

already processed and calculated from Query Logs), this 

context is stored in the suffix tree data structure. Matching 

process (maximum matching) will extract suggestions queries: 

This list of queries contains information about problems users 

often ask after the current query they already entered. 

 

  
Figure 2. Model of the context-aware suggestion queries 

approach [3],[4]. 

B. Offline phase 

Offline phase aims to mine the data set (Query Logs - where 

stores historical information and searching behavior of users, 

denoted Q) to build the suffix tree. This phase performs 

sequential steps: the construction of bipartite graph (side of 

set of vertices queries Q - side of the set of vertices URL 

Clickeds U), performs clustering from the bipartite graph, 

construct a set of concept sequences, extracts this set to a set 

of commonly concept sequences (frequent sequence), to build 
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the suffix tree for future querying. Indeed, performing 

clustering and building the suffix tree are the most two 

important steps of the Clustering on the bipartite graph: 

Starting from the basic idea: if two queries share the similar 

URLs click they are often be similar in content [5], [6], [7]. 

On the bipartite graph, each query q can be connected to one 

or more urlClicks entities, as well as every urlClicks entities 

can share through one or several queries. When conducting 

clustering on the bipartite graph, each query qi (qi ∈ Q) is 

considered as a vector, each dimension of the vector qi 

corresponds with a url uj on the set U (uj ∈ U), U is the set of 

urlClicks. Dimension j of qi is determined by the formula: 

𝑞𝑖⃗⃗⃗  [j] = norm(wij) = 
𝒘𝒊𝒋

√∑ 𝒘𝒊𝒋
𝟐

𝒖𝒋′∈𝑼
𝟐

  (5) 

In this formula:  

 wij: the total number of uj is clicked by qi; 

 uj’: the other urls that are not uj, is clicked by qi. (the other 

dimensions of the vector qi); 

Distance between two queries qi and qj is measured by 

Euclidean distance between two vectors qi, qj: 

Distance(qi, qj) = √∑ (𝑞𝑖⃗⃗⃗  [k] −  𝑞𝑗⃗⃗  ⃗[k])
2

𝑢𝑘∈𝑈
2

   (6) 

Each cluster C contains a set of queries, the center of this 

cluster is vectorized:  

𝐶  = 𝑛𝑜𝑟𝑚(
∑ 𝒒𝒊⃗⃗⃗⃗ 𝒒𝒊∈𝑪

|𝑪|
)   (7) 

 |C| is number of queries in C; 

According to (6), we can calculate distance between query q 

and cluster C: 

Distance(q, C) = √∑ (�⃑�[k] − 𝐶[k])2𝑢𝑘∈𝑈

𝟐
  (8) 

The diameter of the cluster is determined by the formula:  

D = √
∑ ∑ (�⃗⃑⃗�[𝐢] − �⃗⃑⃗�[𝐣])𝟐

|𝑪|
𝒋=𝟏

|𝑪|
𝒊=𝟏

|𝑪|(|𝑪|−𝟏)

𝟐

   (9) 

The idea of clustering algorithm: This algorithm scans all the 

queries in Query Logs once, in this time the cluster will be 

created during the scanning process. Each cluster was 

originally started by a query, then expanded gradually by 

similar queries. The expansion of cluster stops when the 

diameter of cluster is beyond the threshold Dmax. After 

clustering, each cluster is considered as a concept. We 

consider that a set of clusters is a set of concepts.  

Constructing suffix tree: As stated in section 3.1, to reflect 

from Query Logs to set frequent concept sequences, the 

context-aware approach will implement data mining in each 

query session. The first step - separating sessions, there are 

several principles of session separation: 2 input queries are 

divided into 2 sessions if the time interval between them is 

more than 30 minutes [8]. Each session after splitting will 

include a query chain. In the next step, with the set of concept 

obtained by clustering, the set of query sentences will be 

mapped into a set of concept sequences. The mapping process 

can be implemented easily by matching queries. 

To mining knowledge from the set of concept sequences 

obtained, the context-aware approach determines the set of 

frequent sequences. In the scope of this research, we don’t 

describe details of algorithms to frequent sequences 

identifying like GPS[9], PrefixSpan[10]. However, the basic 

ideas of identifying frequent sequences in the context-aware 

approach is very clear. For example, with 2 concept sequences 

c2c3 and c1c2c3 as input, the result of frequent sequence will 

be c2c3. From a set of frequent sequence, the context-aware 

approach applies the tree construction algorithm. According 

to the features of the suffix tree and purposes of the ability 

suggestions query (use query layers after current query 

sentence to make suggestions), corresponding to a frequent 

sequence cs = c1 .. cl, the context-aware approach using cl is 

the candidate concept for cs' = c1 .. cl-1. Each node in the 

suffix tree associated with a ranked list of queries (by 

convention, queries that have more clicking have higher 

ranks). From suffix tree construction, the context-aware 

approach moves into query suggestions - the online phase. 

C. Online phase 

The idea of online phase is showed as following: With a query 

q entered, assuming that preceding queries (query sequence) 

of the current query q are q1q2q3, this query sequence will be 

translated into a concept sequence (by matching the query). 

Suppose that c9c2c5 is concept sequence obtained by 

interpretation process. After that, the system matches 

(maximum matching) c9c2c5 in the concept sequence suffix 

tree. The matching process is done as follows: first look for c5. 

If system finds c5 successful, start looking for c2c5 by 

examining the child nodes of c5. Continuing to spread this 

look-up from suffix tree to the candidate node, then the ranked 

list of queries on candidate node (ex, q5q9q20) becomes the 

suggested list. 

  

  
Figure 3. Phase online: the process of query 

suggestions[3],[4] 

D. Advantages and Disadvantages of using context-aware 

technique 

Advantages: Context-aware issue is a new approach. 

Performing query suggestions, almost all traditional 

approaches are often taken the classical queries which existed 

in Query Logs for proposals. This kind of queries can only 

proposed similar or related queries to the current query, rather 

than giving trends about which communities often asked after 

the current query. In addition, there is no public approach 

which places the previous queries in front of the current query 

into a search context - as a seamless expression for the 

intentions of the users. The context-aware technique, above 

all, is the idea suggested by the problems that users often 

asked after the current query,which is a unique, efficient, and 

a “smart focusing” on the field of query suggestions.  

Disadvantages: Context-aware approach has some 

limitations. With a subjective perspective, we summarize 

several disadvantages of context- aware technique:  

 On the bipartite graph, the vertex set of vectors Q is quite 
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sparse (low dimensional), and the vertex set of vectors 

URLs click also encounters sparse data (URL click sparse), 

as the result of the sparse vectors, the clustering quality 

will be affected. 

 In fact, during any search session, users might enter a 

query or many queries. Likewise, users might or might not 

click many result URLs, of course of which there are 

many unintended URL clicks (considered as a noise). The 

fact that the context-aware technique requires a 

continuous query string to form up the context not 

reflecting the reality, could be seen as a drawback. In our 

opinion, however, the dependence on the URL click 

without consideration of term similarities is regarded as 

the most obvious drawback of this technique. 

IV. Technical proposal 

In terms of query suggestions, although having the same 

philosophy with the team working in context-aware in [3], [4]: 

"It suggests that the majority of users are often asked after the 

current query", the approach, implementation, complex 

formulas, data structures, design, algorithms, source code,. etc. 

in our search engine are completely different. Mining Query 

Logs, clustering step in our application does not simply rely 

on click-through that focuses on three components of fixed 

and certained, including query; Top N results; set of URLs 

click. These are the three most important components of data 

mining tasks, with the premise: 

 If the intersection of two keywords (terms) sets in the two 

queries reaches a certain rate, the two queries are 

considered similar. 

 If the intersection of the top N results of two queries 

reaches a certain rate, the two queries are considered 

similar. 

 If the intersection of sets of URLs click of two queries 

reaches a certain rate, the two queries are considered 

similar. 

Context-aware suggestion technique in [3], [4] refers only to 

the measurement of the similarity on URLs click, not taking 

into the role of similarity measure according to the set of 

URLs results and to the set of keywords (terms). Formally, the 

search intentions are the mapping of users thinking, and that 

thinking is reflected by language and writing, particularly the 

writing (terms). Therefore, the considering of the above 

premise, combined with the threshold derived from empirical 

measurements to ensure the accuracy of the similarity 

measure and the fast convergence. In this paper, we list the 

weight formula set, the similarity measurement of the query 

(simulation and inheritance from [21]), to propose a new 

complex formula, for the purpose of calculating the 

importance and similarity of the query (similarity queries) in 

order to solve the problem of query suggestion. In fact, the 

application only executes 02 loops for clustering similar 

queries. The paper presents the following formulas: 

Term Frequency (TF) of term ti in the query qj: 

TFij = 
nij

∑ nkjk
  (10) 

In this formula: 

 nij: the number of occurrences of ti ∈ qj; 

 nkj: total number of terms of qj; 

Simulation of the IDF, the Inverted Query Frequency (IQF) of 

term ti in the query qj being rewritten: 

IQFi= log
|Q|

1+|{q:ti∈Q}|
   (11) 

where: Q: total number of queries in Query Logs, q: ti ∈ Q: 

total number of queries containing ti. 

The weight of term ti in the query qj is calculated by TFIQF: 

TFIQFi = wi = TFij × IQFi  (12) 

Since, weighted qj equal total weight of the terms of qj. 

The keyword similarity in 2 queries (p, q): 

𝑆𝑖𝑚𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠(𝑝, 𝑞) =  
∑ 𝑤(𝑘𝑖(𝑝))+𝑤(𝑘𝑖(𝑞))𝑛

𝑖=1

2×MAX(kn(p),kn(q))
  (13) 

In the above formula: 

 kn (p): the total weight of the terms in p, in q; 

 w (ki(p)): the weight of common ith term in p and q; 

The similarity in top50 URL results of 2 queries (p, q): 

𝑆𝑖𝑚𝑡𝑜𝑝50𝑈𝑅𝐿(𝑝, 𝑞) =  
∧(𝑡𝑜𝑝𝑈𝑝,𝑡𝑜𝑝 𝑈𝑞)

2×MAX(kn(p),kn(q))
  (14) 

In the above formula: 

  (TopUp, topUq): the intersection of the results 

top50URL p and q; 

The similarity of two queries p, q by Urls_clicked: 

𝑆𝑖𝑚𝑈𝑅𝐿𝑠𝐶𝑙𝑖𝑐𝑘𝑒𝑑(𝑝, 𝑞) =  
∧(𝑈_𝑐𝑙𝑖𝑐𝑘_𝑝,𝑈_𝑐𝑙𝑖𝑐𝑘_𝑞)

2×MAX(kn(p),kn(q))
  (15) 

In the above formula: 

  (U_Click_p, U_Click_q): the common URLs_clicked 

in p and q; 

 U_Click_p: the URL clicked in 1 query; 

From (13), (14), (15), we have the equation for similarity 

combination: 

𝑆𝑖𝑚𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛(𝑝, 𝑞) = 𝛼. 𝑆𝑖𝑚𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠(𝑝, 𝑞) +

𝛽. 𝑆𝑖𝑚𝑡𝑜𝑝50𝑈𝑅𝐿(𝑝, 𝑞) + 𝛾. 𝑆𝑖𝑚𝑈𝑅𝐿𝑠𝐶𝑙𝑖𝑐𝑘𝑒𝑑(𝑝, 𝑞)  (16) 

In this formula, α + β + γ = 1, α, β, γ is the threshold parameter 

drawn during the experiment. In the search application, α = 

0.4, β = 0.4, γ = 0.2. 

V. Experimental 

 

Figure 4. Aviation voice searching architecture. 

Speech recognition testing: To experiment the method to 

improve the accuracy of speech recognition, we use the data 

for digits number from 0-9, which was spoken by 148 people, 

14232 sentences. The data for testing is 1000 sentences. All 

data were recorded over telephone line. We got the result as 

follow:.  

This statistic shows that the optimizing parameter is c = 1 and 

f = 10^-9, the result supports the assumption that the HMM's 

number of state for Vietnamese phoneme should be less than 3. 

At that point, the accuracy of speech recognition achieves the 

highest value. 
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Figure 5. The chart of word error rate of speech recognition 

relate to number of initial state (C) and f parameter. 

Context-aware search engine: Instead of building a general 

search engine for all fields, we aims to build deeply 

specialized search engines for corpus in Vietnamese, which 

allow us to mine the data and understand the searching 

behavior of users as well [11] [12]. A specialized search 

engine is different from a general search engine in 3 points: 

The input data are for specialized fields (aviation herein), in 

fact many of its articles are hard to be searched on the Internet; 

The suggest queries using specific techniques (formulas) in 

typical Query Logs; and The grouping of return results. These 

3 main features make the search engine a specific one. In this 

section, we will conclude two mains evaluations of this 

system on the accuracy of speech recognition and the 

accuracy of the answers.  

 

 

Figure 6. The search engine applies the knowledge mining 

techniques. 

As illustrated, the left frame is implemented by classification 

technique based on topics, located on the middle of the screen 

is the result set returned by aviation search engine, the right 

frame is done by technique for context-aware for query 

suggestions. 

VI. Conclusion 

In this research, we introduced a new approach of interacting 

with a context-aware search engine for aviation data by 

Vietnamese voice. To do this task, we point out some features 

when applying Vietnamese speech recognition, text to speech 

and algorithm to build a smart search engine. The experiment 

shows that this approach is feasible to be applied in practice. 

In future research, we will make further research about these 

three main issues. The purposes of our future researches is to 

build a system that has accurate speech recognition, fluent text 

to speech and semantic searching. Our direction to solve these 

issues in the future is based on mining data of users and input 

it to make the system of self-training to be more accurate. For 

instance, based on the sound recorded from users, the system 

will learn to make it enable to record all kinds of voice 

correctly. Besides, although the search engine applies the 

context-aware method and algorithms on the Vietnamese 

natural language processing, etc., it is still a search engine 

working based on keywords. In future studies, we will apply 

semantic web and techniques for data mining to improve this 

search engine to be a semantic search engine, which has fully 

understand meaning of natural questions.  
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